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Abstract—Modern e-Health systems require advanced comput-
ing and storage capabilities, leading to the adoption of technologies
like the grid and giving birth to novel health grid systems. In par-
ticular, intensive care medicine uses this paradigm when facing a
high flow of data coming from intensive care unit’s (ICU) inpa-
tients just like demonstrated by the ICGrid system prototyped by
the University of Cyprus. Unfortunately, moving an ICU patient’s
data from the traditionally isolated hospital’s computing facilities
to data grids via public networks (i.e., the Internet) makes it imper-
ative to establish an integral and standardized security solution to
avoid common attacks on the data and metadata being managed.
Particular emphasis must be put on the patient’s personal data, the
protection of which is required by legislations in many countries
of the European Union and the world in general. In this paper,
we extend our previous research with the following contributions:
1) a mandatory access control model to protect patient’s metadata;
2) a major security revision to our previously proposed privacy
protocol by contributing with a “quality of security” quantitative
metric to improve fragmented data’s assurance; and finally, 3) a set
of early results to demonstrate that our protocol not only improves
a patient personal data’s security and privacy but also achieves a
performance comparable with existing approaches.

Index Terms—Data fragmentation, health grids, intensive care
grid (ICGrid), privacy, security.

I. INTRODUCTION

THE data grid is becoming a new paradigm for e-Health
systems due to its enormous storage potential using de-

centralized resources managed by different organizations. The
storage capabilities in these novel “health grids” have proved
quite suitable for capturing, storing and managing clinical data,
and metadata [i.e., from intensive care units (ICU)], just as
demonstrated by the ICGrid system prototyped by the Univer-
sity of Cyprus [1].

However, the health grid paradigm depends on sets of widely
distributed storage elements (SEs); therefore, requiring new se-
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Fig. 1. Outline of the research presented in this paper.

curity mechanisms able to avoid potential leaks and the mod-
ification or destruction of stored data under the presence of
external or internal attacks. In particular, patient’s personal in-
formation (often referred as metadata) must be carefully guarded
just as mandated by National Data Protection Legislations (i.e.,
in the European Union, Member States must adhere to [2]).
Despite the integration of well-known privacy enhancing mech-
anisms in several health grid projects, previous research [3]
showed the existence of security gaps at the storage level, this
representing a major threat for a patient’s personal information.

The work presented in this paper extends our previous re-
search by using the methodology shown in Fig. 1: first, in order
to setup our initial context, we summarize the different security
gaps related with ICGrid’s metadata and data just as found in our
previous paper [4]. Second, in order to avoid identified data and
metadata attacks (leakage, change, or destruction), while at rest
into the untrusted SEs, we have greatly improved the previously
proposed security protocol (also in [4]) in order to protect also
metadata [using a mandatory access control (MAC)] and data
(via fragmentation and encryption). The latter mechanisms were
found to provide important security and performance guaran-
tees, even when considering potential attackers with full control
of a subset of SEs. Third and final, an important security im-
provement is also contributed by our research due to the analysis
of the close relationship among the stored data’s assurance, the
selected fragmentation scheme and the grid SE’s quantitative
security level. At our best knowledge, this is a novel security
metric for health grids and is proposed as an extension to the
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more generic methodology developed in [5], but that has proved
useful for desktop grid systems [6].

The rest of this paper is organized as follows: basic back-
ground security technologies and legal approaches used for
health grids are presented in Section II. Section III reviews the
terminology related with intensive care medicine and the ICGrid
system used along this paper. Then, Section IV summarizes our
previous findings related with a security analysis of the former
from a data-centric point of view. Section V describes in detail
the contributed privacy protocol along with the middleware ar-
chitecture required to implement it into ICGrid. Experimental
results on the performance achieved by our proposal are shown
in Section VI, while analytical results on a contributed security
improvement will be presented in Section VII. Section VIII sur-
veys and compares the state-of-the-art related with our research.
Finally, Section IX presents our conclusions and future work.

II. BACKGROUND ON PRIVACY FOR HEALTH GRIDS

As mentioned in Section I, comprehensive privacy solutions
for health grids need the synergy of two different factors: legis-
lation and technology.

A. Legal Aspects

A major concern in e-Health is adequate confidentiality of the
individual records being managed electronically. The core com-
ponent of many e-Health systems is the electronic health record
(EHR), which is basically the patient’s health record in digital
format. Nowadays, EHR protection is the focus of privacy leg-
islations around the globe. In U.S., this class of information is
referred to as protected health information (PHI) and its man-
agement is addressed under the Health Insurance Portability and
Accountability Act (HIPAA) [7] as well as many state laws. It
has been commented that the inclusion of HIPAA authorization
within the informed consent process may raise concerns about
privacy [8].

In the European Union, several directives of the European
Parliament and of the Council protect the processing and free
movement of the EHR. The common factor of all these initia-
tives is the EU directive on data protection [2], which provides
the general framework for the protection of privacy with respect
to the processing of personal data in its widest sense. This di-
rective goes further than the protection of the intimacy of the
natural persons, since it defines personal data as all data re-
lated to an individual person’s private, public, or professional
life. However, the European Working Party on data protection,
which was established under article 29 of the directive [2] and
comprises all national data protection authorities of EU Member
States, has recently acknowledged that some special rules may
need to be adopted for key e-Health applications.

A common term referenced in current e-Health legislations
is the concept of consent. Such consent is defined as any un-
ambiguous, freely given, specific, and informed indication of
the patient’s wishes by which he agrees to the processing of
his personal data. In other words, a patient’s consent enables
the legal processing of his EHR. However, what happens if, for
instance, after an accident the patient is unable to give his con-

TABLE I
SECURITY REQUIREMENTS FOR IMPLEMENTING DATA PROTECTION

LEGISLATIONS IN E-HEALTH ENVIRONMENTS

sent for accessing his personal data at the ICU? Most of the
legal issues and ambiguities related with e-Health regulations
are being carefully studied; in the particular case of the Eu-
ropean Union, the European Health Management Association
(EHMA) along with the Commission established the “Legally
e-Health” [9] project to study these. This study gives three basic
recommendations regarding the protection of patients’ data, us-
ing the terminology from RFC 2196 (see [10, Sec. IV]). These
recommendations can be mapped to the security services shown
in Table I.

This information will be used later in this paper toward im-
plementing a comprehensive and harmonized privacy solution
for the ICGrid to be presented in Section III.

B. Technological Aspects

Enforcing privacy of patient data in health grids have spawned
the development of a broad range of mechanisms. Two of these
are particularly important for our research because of their wide
use: the grid security infrastructure (GSI) and the electronic
health card.

1) Grid Security Infrastructure: The GSI [11] is comprised
of a set of protocols, libraries, and tools that allow users and
applications to securely access grid resources via well-defined
authentication and authorization mechanisms. In the first case,
the grid client (GC) simply uses an X.509 end entity certificate
to secure messages and authenticate itself to the grid service. On
the other hand, for authorization purposes, GSI can use Extensi-
ble Markup Language-based protocols to retrieve security asser-
tions from third-party services to enable features like role-based
authorization. One of these third-party grid authorization ser-
vices, widely used in the Enabling Grids for E-sciencE (EGEE)
grid infrastructure [12], is the virtual organization membership
service (VOMS) [13]: an attribute authority that exposes at-
tributes and encodes the position of the holder inside the VO.
Despite its functionalities, nowadays, grid authentication and
authorization systems are unable to enforce access control close
to the SEs and the data itself, in other words, an attacker passing
over these security mechanisms (i.e., using a local account with
administrative privileges or accessing physically the disks) will
have full control over the stored data. These vulnerabilities are
analyzed in Section IV.
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2) Electronic Health Card: Smart card technology is recog-
nized as a feasible option to enhance e-Health security, in partic-
ular authentication, confidentiality and nonrepudiation (see [14]
and [15]). European Union’s Member States have begun testing
the electronic health card [16], a new health card that contains
basic patient data, such as name, age, insurance details, and elec-
tronic prescriptions. The card includes also physical features to
identify the owner, i.e., a photograph and human-readable in-
formation. With time, this card will replace EU’s existing health
insurance cards. Basically, this card is a smartcard that stores
information in a microchip supporting authentication, authoriza-
tion, and even digital signature creation. Data protection issues
were critical in the design of electronic health cards; therefore,
patients must be able to rely on maximum security and confiden-
tiality, while operating smoothly in practice. A comprehensive
security concept secures the protection of particularly sensitive
data, so with few exceptions, the health card can only be used in
conjunction with an electronic health professional card, which
carries a “qualified” electronic signature (one that meets strict
statutory criteria for electronic signatures).

Electronic health cards and smart cards, in general, represent
a big step toward creating a citizen-centered health system, but
despite its security advantages, internal storage space is quite
limited (just few kilobytes). Thus, the use of the card must rely
on external storage services over which the card cannot offer
protection mechanisms. The next section will analyze in detail
these security gaps.

III. ICGRID SYSTEM

In this section, we introduce the required background and the
respective terminology for intensive care medicine, which is the
basis of the ICGrid system analyzed in this paper.

A. Intensive Care Medicine

An ICU is the only environment in clinical medicine, where
all patients are monitored closely and in detail for extended peri-
ods of time, using different types of medical monitoring devices
(MMD). An MMD may be defined as a collection of sensors
that acquire the patients’ physiological parameters and trans-
form them into comprehensible numbers, figures, waveforms,
images, or sounds. Taking clinical decisions for ICU patients
based on monitoring can be a very demanding and complex
task requiring thorough analysis of the clinical data provided:
even the most skilled physicians are often overwhelmed by huge
volumes of data, a case that may lead to errors, or may cause
some form of life-threatening situation [17]. Providing systems
that actively learn from previously stored data, and suggest di-
agnosis and prognosis is a problem that, to our knowledge, has
been overlooked in previous intensive care medicine research.

Traditionally, medical research is guided by either the con-
cept of patients’ similarities (clinical syndromes and groups
of patients) or dissimilarities (genetic predisposition and
case studies). Clinical practice also involves the application
of commonly (globally) accepted diagnostic/therapeutic rules
(evidence-based medicine [18]) as well as case-tailored ap-
proaches, which can vary from country to country, from hospital

Fig. 2. Architecture of an ICGrid’s VO.

to hospital, or even from physician to physician within the same
hospital. These different approaches in treating similar incidents
produce knowledge, which, most of the times, remains a per-
sonal/local expertise, not documented in detail and not tested
against other similar data. Global sharing of this cumulative
national/international experience would be an important contri-
bution to clinical medicine in the sense that one would be able
to examine and follow up implementation of and adherence to
guidelines as well as to get the benefit of sharing outstanding
experience from physicians.

B. ICGrid: Data and Metadata Architecture

Although a number of dedicated and commercially available
information systems have been proposed for use in ICUs [19],
which support real-time data acquisition, data validation and
storage, analysis of data, and reporting and charting of the find-
ings, none of these systems was appropriate in our application
context due to the large storage requirements. Suppose that
each sensor is acquiring data for storage and processing at a
rate of 50 bytes per second (it is stored as text) and that there
are 100 hospitals with ten beds each, where each bed has 100
sensors. Assuming that each bed is used for 2 h per day, the
data collected amounts to 33.5275 GB per day. But this number
only represents the data from the sensors. Additional informa-
tion includes metadata, images, etc. Because grids represent a
promising venue for addressing the challenges described earlier,
the ICGrid system [1] has been prototyped over the EGEE in-
frastructure (Enabling Grids for E-sciencE [12]) and gLite [20],
which is EGEE’s middleware. ICGrid is based on a hybrid ar-
chitecture that combines a heterogeneous set of monitors that
sense the inpatients and three grid-enabled software tools that
support the storage, processing, and information-sharing tasks.

The diagram of Fig. 2 represents the high-level architec-
ture of the ICGrid system, which comprises the acquisition and
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annotation of parameters of an inpatient at an ICU site (bottom
left) and the transfer of data replicas to two SEs. The transfer
comprises the actual sensor data, denoted as data, and the infor-
mation, which is provided by physicians during the annotation
phase, denoted as metadata. We utilize the notion of a clini-
cally interesting episode (CIE) to refer to the captured sensor
data along with the metadata that is added by the physician to
annotate all the events of interest.

When ICGrid data and metadata are transferred to SEs
and metadata servers (currently a gLite metadata Catalogue
(AMGA) service [21]), respectively, a set of messages are ex-
changed among the different entities. In particular, we should
highlight that file catalog services are being provided by
File Replication MAnager (FiReMAN [22]) and, authoriza-
tion mechanisms rely on the X.509 credentials issued by the
VOMS [13].

IV. SECURITY ANALYSIS OF ICGRID

From the point of view of a typical health grid system, its
subsystems may be attacked in several ways. Nevertheless, for
the purposes of our research on data privacy, the framework
proposed in [23] and extended in [3] is used to pinpoint the
main concerns linked with the security of its data and metadata.
In a nutshell, the use of this framework consists of determining
the basic components related with the system’s security (players,
attacks, security primitives, granularity of protection, and user
inconvenience), so that afterward they can be summarized to
clearly represent its security requirements. The security analysis
framework obtained from a previous research [3] is summarized
in this section in the context of the ICGrid system, considering
also the underlying security mechanisms presented in Section II.

A. Identifying the Elements for the Security Analysis

As mentioned at the beginning of this section, the first step
in our analysis is to identify the elements that play a security-
related role in ICGrid.

1) Players: Referring to Fig. 2, four data readers/writers are
involved: 1) the ICU and medical research sites (marked
with A in the figure) that produce and consume the data;
2) the EGEE central services (marked B) that perform
VO authentication and authorization, as mentioned in
Section II-B; 3) the EGEE storage facilities for data and
metadata (marked as C in figure); and finally, 4) the “wire”
or WAN links (public and private) conveying information
between the other players (marked as D).

2) Attacks: The generic attacks that may be executed over
ICGrid are related with 1) adversaries on the wire;
2) revoked users using valid credentials on the central
services during a period of time, while the revocation data
is propagated through the grid; and 3) adversaries with full
control of the EGEE storage facilities. Each one of these
attacks may result in data being leaked, changed, or even
destroyed.

3) User inconvenience: It is critical for IGGrid operation
to have minimum latencies when reading and retrieving
the stored data and metadata from the EGEE site. Since

TABLE II
SUMMARY OF SECURITY ISSUES RELATED WITH ICGRID

smart cards—like the electronic health card explained in
Section II-B2—are beginning to be introduced into
National Health Systems, it is feasible to consider that
involved entities (i.e., patients and physicians) will re-
quire them for performing operations into our health grid
scenario.

4) Security primitives: Two security operations take place
within the ICGrid: a) authentication and authorization via
GSI-like mechanisms (see Section II-B1); and b) consent
just as explained in Section II-A.

5) Trust assumptions: We assume that a) the security tokens
used for authentication and consent (i.e., electronic health
cards) are personal, intransferable, and tamper-resistant;
b) EGEE sites and/or ICU premises have full control over
the data and metadata stored on them; c) data are encrypted
on the public link due to secure functionalities (i.e., via
SSL); and d) the EGEE central services are trusted because
they are managed in a secure manner; therefore, providing
high assurance to its operations.

B. Security Analysis Results

Based on the elements identified in the previous section and
our previous work [3], Table II summarizes the vulnerabilities
identified in the ICGrid system. Results are categorized by pos-
sible attacks (main columns) and types of damage—the leak (L),
change (C), and destroy (D) subcolumns. Cells marked with a
“Y” mean that the system (row) is vulnerable to the type of
damage caused by this particular attack. Cells marked with a
“N” mean that the attacks are not feasible, or cannot cause a
critical damage.

From Table II, we conclude that current health grid authen-
tication and authorization systems like the ones presented in
Section II-B are unable to enforce access control close to the
SEs and the data itself. In other words, an attacker that bypasses
these security mechanisms (by using a local account with ad-
ministrative privileges or by physical access to the disks) will
have full control over the stored data. Unfortunately, merely us-
ing cryptography at the SEs is not enough because encryption
keys can be leaked by a local attacker. Moreover, this approach
would impose a significant performance penalty. In the follow-
ing section, we introduce a data-centered protocol designed to
address these particular privacy concerns.
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Fig. 3. Secure ICGrid architecture.

V. INTRODUCING A SECURE ICGRID:
PROTECTING METADATA AND DATA

In this section, we further improve the protocol introduced
in [3] by presenting the main components of an architecture
proposed to provide security to the ICGrid system introduced
in Section III. The specific goal of our proposal is to avoid
data and metadata attacks (leakage, change, or destruction),
while at rest into the untrusted SEs. It is worth noticing that
performance issues related with the mechanisms being used
have been carefully considered in our design (more about this
in Section VI).

A. Architecture and Design Principles

Because our previous security analysis [3] found that health
grid’s metadata and data require different security policies,
the enforcement mechanisms presented in the rest of this sec-
tion implement a differentiated approach for metadata (see
Section V-B) and data (see Section V-C) based on ICGrid’s cur-
rent architecture (see Fig. 2). Our improved protocol’s proposal
uses three basic mechanisms.

1) An information dispersal algorithm (IDA) providing high
availability and assurance for the ICGrid by means of
data fragmentation. In a fragmentation scheme [24], a
file f is split into n fragments, all of these are signed
and distributed to n SEs, one fragment per SE. The user
then can reconstruct f by accessing m fragments (m ≤ n)
arbitrarily chosen.

2) A symmetric cryptosystem implemented at the SEs [i.e.,
via a hardware security module (HSM)], which is able to
provide confidentiality to the stored data, while keeping a
good balance between security and performance.

3) An MAC mechanism based on the Bell–LaPadula model
[25] to protect the private metadata stored at the ICU’s
premises.

The overall architecture of this “Secure ICGrid” is shown in
Fig. 3

Fig. 4. MAC model for ICGrid’s metadata.

B. Metadata Security

AMGA stores metadata in a hierarchical structure that resem-
bles a Unix file system, also with a native authorization model
based on access control lists (ACLs) [26] with POSIX-like per-
missions per-entry and directory (r = read, w = write, and x =
change into directory) and an additional “admin flag” allowing
users in a group to administer the ACLs of an entry. Using the
latter mechanism, we have defined an authorization model for
ICGrid’s metadata based on the following MAC rules.

1) The simple security property states that a subject at a given
security level may not read an object at a higher security
level (no read-up).

2) The *-property (read star-property) states that a subject
at a given security level must not write to any object at a
lower security level (no write-down) and may only append
new data to any object at a higher security level.

Bell–Lapadula’s model applied to ICGrid’s private meta-
data (implemented over an AMGA server located at the ICU’s
premises, just as shown also in Figs. 5 and 6) can be seen in
Fig. 4. The proposed MAC model is able to provide a basic level
of confidentiality to the patient’s private metadata, while at the
same time “protecting” him from accidentally disclosing this in-
formation to the lower security levels. In this example, we have
defined three different players (patient—owner, paramedics—
group, and the ICU receptionist—others) and also, three lev-
els of authorization (public, semiprivate, and private). With the
proposed AMGA’s permissions on directories and entries, it is
possible to achieve the following MAC.

1) Public metadata: Both patient and paramedics can read
the entries, but only the ICU receptionist can read and
write them (i.e., schedule a new visit by the physician).

2) Semiprivate metadata: The Paramedics can read and write
entries (i.e., emergency information), the ICU receptionist
can only append new ones (the paramedics group requires
the admin flag to set read-only permissions to these newly
created entries) and the patient is only able to read this
metadata.

3) Private metadata: This is the most confidential level of
the metadata; therefore, only the patient has full control
over it (administrative permissions are implicit, since he
is the owner of his directories), while paramedics and ICU
receptionists only can append new entries (the patient must
manage permissions of these newly created entries).
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Fig. 5. Secure ICGrid: transferring data.

Enforcing the *-property’s append-only mode conveys an ad-
ministrative overhead for both, patients and paramedics, which
must manage permissions for entries being created by lower
security subjects. Also it is worth to notice that native AMGA’s
authorization mechanism cannot prevent a malicious system
administrator from accessing the metadata of all the stored pa-
tients; however, our belief is that the use of a final component,
the secure log will allow auditing AMGA operations.

Our future work considers the use of cryptographic techniques
to provide greater confidentiality and even a consent-like mech-
anism (based on electronic signatures) to AMGA’s metadata.
This research is introduced in Section IX.

C. Data Security

Fig. 5 shows how the different components introduced in
Section V-A interact with the central services when an IC an-
notator (ICA) stores data into the ICGrid system. In Fig. 5, we
use the file naming notation from [27], when referring to the
data being managed by the grid: 1) logical file name (LFN)
(a human readable identifier for a file); 2) global unique identi-
fer (GUID) (a logical identifier, which guarantees its uniqueness
by construction); and 3) site URL (SURL) (specifies a physical
instance of a file replica, which is accepted by the SE’s Storage
Resource Manager (SRM) interface).

The core of our proposal is: 1) the IDA mechanism imple-
mented at the ICU’s gLite client responsible for fragmenting the
data to be uploaded via a GridFTP client and 2) the symmetric
encryption of the fragments taking place at the SEs. Notice that
the file catalog must keep the exact location (SURL) of each
fragment corresponding to a particular data file (GUID).

It is worth noticing that attackers with full control of a SE
will be unable to compromise the entire data file unless they
can retrieve and decrypt at least other m − 1 fragments from
participating SEs. Our research also shows that this can be even
more difficult to achieve if each SE is associated with a numeric
value representing its actual “security level,” just as presented
in Section VII.

A second scenario (see Fig. 6) considers an IC searcher (ICS)
retrieving data from the ICGrid: in this case, the fragments are
decrypted, then transferred from m-SEs, and conveyed through

Fig. 6. Secure ICGrid: retrieving data.

a secure channel to the ICS GridFTP client, where the defrag-
mentation process will take place. Note that with the proposed
fragmentation approach, if at most n–m SEs are offline, then it
will still be possible to rebuild to original data.

In the next section, we show some preliminary performance
results obtained with a prototype of the protocol just shown,
as a way to identify the tradeoffs to be considered in a real
deployment.

VI. EXPERIMENTAL RESULTS

We have setup the following test bed to measure the expected
performance to be achieved with the fragmentation and encryp-
tion mechanisms of the protocol proposed in Section V-C:

1) Grid client: This CentOS4-based node has been config-
ured as a “gLite user interface.” It is an IBM xSeries 335
with two Intel Xeon HT processors @ 2.8 GHz and 2 GB
of RAM.

2) Storage element: We have used for the tests a “DPM_
mysql Storage Element” running over Scientific Linux
version 3.09. The SE uses a Dell PowerEdge1400, with
two Intel Pentium III processors @ 800 MHz and 784 MB
of RAM.

For the data we have prepared, one synthetic sample cor-
responding to one day of ICGrid’s operation for a hospital
(approximate 351 563 kB). The gzip utility was used with its
default parameters for compression at the GC, while for SE-
encryption and decryption, we used the aes-128-cbc algorithm1

from the OpenSSL library (version 0.9.8g). To perform the tests
under the same conditions offered by the ICU’s satellite link to
Internet (uplink = 125 kB/s and downlink = 125 kB/s), we in-
stalled a software-based bandwidth shaper at the GC. Finally, for
the fragmentation algorithm, we implement the Reed–Solomon
IDA based on open-source code from Onion Networks [28].

For comparison purposes, we measure the protocol perfor-
mance as the user time (reported by the time utility) consumed
by each phase of the following scenarios.

1Advanced Encryption Algorithm in Cipher Block Chaining mode, with sym-
metric keys of 128 bits length.
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TABLE III
REPORTED SIZES (IN KB) FOR THE SYNTHETIC DATA SAMPLE AFTER

COMPRESSION AND ENCRYPTION

Fig. 7. Comparing the performance achieved when processing a day of
ICGrid’s data with the traditional approach (GC graph) and the proposed pro-
tocol (secure ICGrid graph).

1) GC encryption: This approach performs encryption/
decryption at the GC and is commonly used by existing
solutions (see Section VIII). The steps taking place are:
data compression, encryption, and transfer to two SEs (to
also simulate the placement of a replica) via clear-text
FTP. The inverse sequence is used to retrieve it from the
SE. This scenario will be taken as the baseline for the
results shown in this section.

2) Secure ICGrid: This scenario simulates the basic steps
proposed by our protocol, namely data compression, frag-
mentation (in a m = 3, n = 6 mode, which is space
equivalent to replication), transfer via a GSIFTP encrypted
channel to the SEs, and finally, encryption of each frag-
ment at each one of these. The inverse sequence of steps
is used to retrieve three stored fragments from the SEs, so
the original file can be rebuilt.

Each scenario was executed 50 times to isolate potential over-
head being caused by other processes concurrently running at
the server and when possible, the experiments took advantage
of parallelizing some phases of the whole process (i.e., sending
and retrieving the data fragments).

Table III shows how the size of the synthetic data sample
changed after the compression and encryption processes. It is
worth noticing that the compressed data’s size is about 60% of
the original one; however, after encryption the size increased
approximately by 35%.

Fig. 7 and Table IV show the average performance results and
their breakdown, respectively, for the 50 planned executions
of both scenarios and using the synthetic data sample. This
side-by-side comparison of the GC process (baseline) versus
the secure ICGrid process (proposal), allowed us to determine,
which specific phases of the contrinuted protocol, in fact, convey
a gain in performance and security. Aggregated values for the
tested scenarios are given by the TOTAL UP and TOTAL DOWN
bars.

TABLE IV
BREAKDOWN OF OBTAINED OVERHEADS (EXPRESSED IN SECONDS, N/R = NOT

REQUIRED FOR THIS SCENARIO)

Fig. 8. Data throughput for the IDA mechanism with different values of n.

Just as expected, most of the time spent by both processes was
due to the uploading and downloading of the data to and from the
grid, respectively. However, in both cases, the proposed protocol
performs better than the traditional approach. This behavior is a
result not only of the uploaded-data size (as shown in Table III),
but also of the improved bandwidth use when uploading and
downloading are in parallel of the generated fragments (for the
experiments, we ran three simultaneous GridFTP sessions a
couple of times).

When comparing the performance of the cryptographic and
the fragmentation mechanisms (see Table IV), we can observe
that despite encryption costs in CPU almost half the time com-
pared to fragmentation (approximate 5 s of the former versus 11 s
of the latter), both cost much less than the uploading process. A
similar observation holds when comparing the decryption and
defragmentation processes, even though in this case, the latter
spent almost half the time (approximate 4.8 s) of the former
(approximate 8.6 s).

Finally, we run in a different subset of experiments several
operation modes of the IDA to find the performance trade-
offs incurred when varying the total number of fragments
(n-parameter). Figs. 8 and 9 show our results.

Although a bigger n implies a more fault-tolerant system, it
is easy to observe that the encoding process involved a bigger
computational cost (i.e., less data throughput). Therefore, the
right choice of the m and n parameters for the IDA is quite
important for the overall ICGrid operation. The “replication-
like” scheme used in our experiments (m = 3 and n = 6) was
a first approach for a balanced performance-security solution;
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Fig. 9. Encoding and decoding times for the IDA mechanism with different
values of n.

however, we have found that another criteria for selecting these
values may take into account the close relationship among the
stored data assurance, the IDA parameters, and the SE’s security
level. The next section will prove this rationale in more detail.

VII. IMPROVED ASSURANCE FOR STORED DATA

While developing the research presented in previous sections,
we realized that SEs available on the grid infrastructure were
heterogeneous, both in hardware and software, although in most
of the cases, there were some minimum requirements to be ful-
filled before allowing them to interoperate. Therefore, a question
arises: if two SEs are heterogeneous, to what extent is the data
assurance they provide also different? This was an important
question to solve before deploying the proposed security proto-
col for ICGrid.

Our hypothesis was that if subsets of SEs with analogous fea-
tures were clearly identified and their security level quantified,
then it could be possible not only to choose the adequate IDA to
use but also an ICGrid user should be able to request storing its
data only at those sites fulfilling some minimum guarantees or
quality of security (QoSec) level. To achieve this goal, we pro-
pose a policy-based approach, where 1) each SE is associated
with a policy modeling its security behavior and, 2) an evalu-
ation methodology for computing a quantitative QoSec metric
associated with such policy.

In prior research [29], we used the certificate policy [30] as-
sociated with a grid user’s X.509 certificate to perform a quan-
titative security evaluation. We believe an analogous approach
for SEs is not only feasible but also that because this evaluation
is based on quasi-static parameters (i.e., an established security
policy), it should not add considerable overhead to the protocol
proposed in Section V.

Once evaluated, a numeric QoSec factor can be associated
with every SE from ICGrid’s VO; moreover, a proprietary set
of reference levels can be established to group these discrete
values into a major set, for example, (L0 , L1 , L2 , L3), which
represents four different QoSec. Any ICGrid client uploading
data will request a minimum QoSec to be fulfilled by the SEs.

We find two main challenges with the proposed approach.
1) The QoSec evaluation.

2) The definition and auditing of the SE’s security policy.
The rest of this section will present our work to cope with both

challenges, using the reference evaluation methodology (REM)
for the former and, establishing a “controlled” scenario based
on a Grid Policy Management Authority (PMA) for the latter.
We present analytical results that show the existing relation-
ship among data assurance, QoSec and the data fragmentation
scheme being used.

A. REM in a Glimpse

The core of the proposal to quantify the QoSec associated
with a SE is the REM introduced in [5], which has been suc-
cessfully applied in other security-related environments, i.e.,
public key infrastructures (PKI). Basically, the REM takes a
policy to evaluate, formalize it to ease the further evaluation
step over an homogeneous metric space, uses a set of reference
levels to apply a distance criteria, and finally, obtains a number
that corresponds to the policy’s security level. The rest of this
section presents an illustrative example that shows basic use of
the REM methodology to evaluate a single security provision
for an SE. Section VII-B shows the evaluation of a full-security
policy (a set of individual provisions). Interested readers that
would like to take a closer look at the details and formalisms
behind REM should refer to [31].

Step 1 (Policy formalization): In REM, a security policy is
formed via a set of individual security provisions, so let us sup-
pose that a SE’s security policy contains the provision called
Px = use of cryptographic mechanisms.” To formalize this pro-
vision, it is necessary to state the possible values that are al-
lowed for it to take into the VO. For our example, let us suppose
the following values for Px (from least to most secure) “none,
software-based, network-based, and disk controller-based,” this
means that Px has a cardinality of 4.

Step 2 (Evaluation technique): If a particular SE uses the
cryptographic mechanisms provided by a network-based HSM,
then the provision Px takes as value the n-tuple (1, 1, 1, 0),
which means that it is more secure than a software mechanism
[represented by (1, 1, 0, 0)], but less than one implemented on
the disk controller (1, 1, 1, 1). Using REM’s nomenclature, this
implies a local security level or LSLx = 3. It is easy to see
that after evaluating a whole formalized security policy for a
particular SE, we will have a set of these tuples or in other
words, a matrix Mx .

To obtain the global security level (QoSec) for this particular
SE, it is necessary to have a new zero-matrix called Mφ , which
contains only 0’s as its elements. Notice that Mφ represents the
least secure SE that can be found into an ICGrid VO. The QoSec
in our example is defined as the Euclidean distance between Mx

and Mφ , i.e.,

d(Mx,Mφ) =
√

σ(Mx − Mφ,Mx − Mφ) (1)

where

σ(Mx − Mφ,Mx − Mφ) = Tr
(
(Mx − Mφ)(Mx − Mφ)T

)
.

(2)
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Obviously, the REM technique considers more complex sce-
narios, where, for example, different provisions have different
security weights (some provisions are more important than oth-
ers) and even different cardinalities [31].

B. QoSec Evaluation: Analytical Results

We used the model presented in [32] to evaluate the assurance
of the data stored in a SE with the proposed security protocol.
Data assurance is defined as the probability that the ICGrid
data will not be compromised under the assumption that its
SEs were target of a successful attack. Formally speaking, we
assume that an ICGrid VO with N -SEs is built in such a way
that the same configuration (and therefore, the same security
level) is present in at most �λN� of them, where λ ∈ R and
0 < λ < 1. A potential attacker could then compromise at most
�λN� SEs, because the same vulnerabilities are to be found in
all of them. Therefore, it makes sense to state that an ICGrid
VO can be considered secure if it is composed of heterogeneous
SEs, where of course λ ≈ 0.

According to Mei et al. [32], this latter fact can be repre-
sented by the conditional probability of the event “at most m–1
SEs, each storing an encrypted fragment of f , are down or com-
promised” given the event “ICGrid has been attacked.” This
probability, known as the distribution assurance Aφ(µ) for a
dispersal algorithm µ applied over a data file f , is denoted as
following:

Aφ(µ) = 1 −
n∑

i=m

(
�λN�

i

)(
�N − λN�

n − i

)
(

N
n

) . (3)

According to the analytical model (3), it is more likely to
find subsets of �λN�-SEs sharing the same configuration. Thus,
higher data assurance is obtained with more secure (QoSec →
∞) or heterogeneous (λ → 0) SEs. Therefore,

QoSec ∝ 1
λ
⇒ QoSec =

k

λ
. (4)

We can rewrite (3) in terms of the proposed QoSec with the
factor k = 1:

Aφ(µ) = 1 −
n∑

i=m

(
� N

QoSec �
i

)(
�N − N

QoSec �
n − i

)
(

N
n

) . (5)

Next, we examine an hypothetical ICGrid VO span-
ning over SEs from three different institutions: Greece’s
HellasGrid, CERN’s LCG, and Spain’s IRISGrid. Currently,
each of these installations is a member of the same Grid PMA,
which means that they fulfill a minimum set of security rules
(provisions) established—and audited—by the European Grid
PMA (EUGridPMA) according to its “authentication profile”
document [33]. As a first step, we applied the REM technique to
compute the numeric QoSec associated with the certificate pol-
icy [34] subsection called “technical security controls”—mostly
applicable to the SEs of this hypothetical VO—of HellasGrid
(QoSec = 4.47), CERN (QoSec = 6.00), IRISGrid (QoSec =

Fig. 10. Relationship between data assurance and QoSec for ICGrid’s security
protocol. The horizontal axis represents the number of fragments (m) to be
retrieved from the SEs for rebuilding the original data.

5.48), and the minimum reference EUGridPMA (QoSec =
4.24).

The relationship between the assurance of the encrypted data
at rest and the computed QoSec can be obtained by plotting
expression (5), just as seen in Fig. 10. For the evaluation, we
considered an ICGrid VO with 100 SEs (N = 100), imple-
menting the data fragmentation scheme from Section VI, where
(n = 6).

The figure shows that, despite the small difference between
the computed QoSecs, CERN’s nodes achieve the greatest data
assurance (≈1) with the smallest number of fragments. On the
other hand, a grid installation fulfilling only the minimum secu-
rity requirements (QoSec = 4.24) requires the retrieval of more
fragments from the SEs in order to fully defragment the stored
data with the same assurance. Also notice that for the fragmen-
tation scheme used in Section VI (n = 6 and m = 3), the best
data assurance is obtained by the SE with the highest QoSec.

The results presented in this section are a first approach to
compute the SE’s QoSec using a subset of provisions from a
certification policy; however, in a real-world installation, we
should evaluate a comprehensive security policy specifically
built for this resource. Section IX will return to this topic, while
outlining our on-going research.

VIII. RELATED WORK

Nowadays, most of the work related with health grids’ se-
curity and privacy focuses on “high-level” authentication and
authorization mechanisms that rely on Grid-IDs and VOMS-
like infrastructures [13]; therefore, leaving data vulnerable in
the untrusted SEs. An example of these kind of mechanisms
can be seen, i.e., in the Health-e-Child [35], Mammogrid [36],
Neugrid [37], and MEDICUS [38] health grids. Also the tech-
nological roadmaps BRIDGES [39] and SHARE [40] consider
similar mechanisms.
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The research that is closely related with the work presented
in this paper has been presented in [41], where Montagnat et al.
also used the gLite middleware to protect medical images. Their
system ensures medical data protection through data access con-
trol, anonymization, and encryption. A fundamental difference
with our approach is the use of encryption at the GC, which
requires retrieving the encryption key from a hydra keystore
for decrypting the image. With our research, it has been shown
that such approach does not only introduce uncertainties about
the key’s confidentiality (it may be compromised at the GC),
but also has a performance lower than our proposal (as seen in
Section VI). About fragmentation, Montagnat et al. [41] use it
only at the keystore, but does not consider its advantages for the
data itself (high availability).

There are other state-of-the-art distributed storage systems
that, even though they have not been specifically designed for
the health grid, they have focused on low-level data protection
by solely implementing cryptographic mechanisms. For exam-
ple, in OceanStore [42], stored data are protected with redun-
dancy and cryptographic mechanisms. An interesting feature in
OceanStore is the ability to perform server-side operations di-
rectly on the encrypted data, this increases system’s performance
without sacrificing security. However, it is worth to mention the
Farsite system [43], which provides security and high avail-
ability by storing encrypted replicas of each file on multiple
machines. Just as mentioned along this paper, sole use of cryp-
tography might not offer enough protection against an attacker
with full control of the storage device (therefore, being able to
obtain the encryption key, i.e., via a memory dump).

A second group of systems relying on data fragmentation
include POTSHARDS [44], which implements an storage sys-
tem for long-time archiving that does not use encryption, but a
mechanism called “probably secure secret splitting” that frag-
ments the file to store prior to distributing it across separately
managed archives. A similar approach is given by Cleversafe
[45] via an IDA (based on the Reed–Solomon algorithm) for
its open-source dispersed storage project. In general, both
POTSHARDS and Cleversafe are interesting solutions that
solve the management problems posed by cryptosystems and
long-living data; however, we have shown that security levels
achieved only by fragmenting the files may not be strong enough
for some highly sensitive environments.

From surveyed state-of-the-art, we could not find any refer-
ence to works considering the use of mechanisms analogous to
the proposed QoSec for improving the assurance of stored data.

IX. CONCLUSION AND FUTURE WORKS

In this paper, we have presented the final part of our research
on data-level security for health grids. After summarizing previ-
ous work about security requirements of the proposed intensive
care medicine scenario (the ICGrid system), we concluded the
need to provide different levels of protection for metadata and
data in order to mitigate vulnerabilities found with untrusted SEs
and GC that could compromise sensitive material (i.e., patient’s
personal data).

The second part of this paper extended our previous research
by contributing a privacy protocol aimed to protect the metadata
and data, using a MAC for the former and cryptography with
fragmentation for the latter. Despite its simplicity, the proposed
metadata approach was able to enforce different levels of au-
thorization for a patient’s personal data, in compliance with the
e-Health Legislations previously surveyed. On the other hand,
data protection was found to require a mechanism able to of-
fer security guarantees despite attackers taking full control of a
subset of SE. Such mechanism was, in fact, comprised of two ap-
proaches: symmetric encryption and data fragmentation. Even
though the use of cryptography and fragmentation is not new
for securing data in distributed systems, a contribution of our
research in this field consisted of enhancing these mechanisms
with the adoption of a numeric QoSec level representing the
guarantees offered by the SEs to the grid user’s stored data. At
our best knowledge, this is a novel contribution for the health
grid topic. Applying an analytical model, we have shown for
three production grids: the strong relationship between the data
assurance, the number of fragments required to retrieve a file,
and the SE’s QoSec. Therefore, we strongly believe in the secu-
rity advantages of using the QoSec factor as an input to the IDA.

As a proof of concept, the architecture required to support
the proposed protocol was prototyped using components en-
tirely from the gLite middleware, for example, the proposed
MAC was modeled via AMGA’s ACLs. The use of cryptogra-
phy with fragmentation for ICGrid’s data was justified—from a
performance point of view—with a SE able to encrypt the frag-
ments coming from a prototyped client. Our experiments found
that data transfer operations (upload and download) contribute
with most of the protocol’s overhead; therefore, suggesting us
to keep transferred data as small as possible. Taking into ac-
count that the encrypted data is greater in size than its clear-text
counterpart, we highly recommend not performing encryption
at the GC, contrary to existing state-of-the-art implementations.
Notice that the use of fragmentation greatly improves overall
security because potential attackers, even with full control of
one SE, would need to compromise more SEs to compromise
an ICGrid file.

Our future work goes in the direction of defining a policy
for SEs, beyond the certification policy used in this paper, able
to model with confidence their security properties, and the grid
user’s expectation from the authentication, authorization, con-
fidentiality, integrity, privacy, and availability point of view.
We are also planning to study, along with AMGA’s creators,
the repercussions of using encryption at different levels of the
metadata. For ICGrid’s authentication purposes, we will be-
gin researching smartcard-based approaches (i.e., [15]); despite
their storage constrains, these devices might be useful for se-
curely keeping encryption keys.
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