Abstract—Self-managing solutions have recently attracted a lot of interest from the database community. The need for self-* properties is more evident in distributed applications comprising heterogeneous and autonomous databases and functionality providers. Such resources are typically exposed as Web Services (WSs), which encapsulate remote DBMSs and functions called from within database queries. In this setting, database queries are over WSs, and the data transfer cost becomes the main bottleneck. To reduce this cost, data is shipped to and from WSs in chunks; however the optimum chunk size is volatile, depending on both the resources’ runtime properties and the query. In this paper we propose a robust control theoretical solution to the problem of optimizing the data transfer in queries over WSs, by continuously tuning at runtime the block size and thus tracking the optimum point. Also, we develop online system identification mechanisms that are capable of estimating the optimum block size analytically. Both contributions are evaluated via both empirical experimentation in a real environment and simulations, and have been proved to be more effective and efficient than static solutions.

I. INTRODUCTION

As database systems have become particularly complex software artifacts, efforts to minimize the need for human administration and develop self-managing solutions have attracted a lot of interest from the database community in line also with the Lowell report recommendations [1]. In [2], several trends of autonomic computing within the domain of database management are enumerated. The need for self-* properties is more evident in distributed systems comprising heterogeneous and autonomous resources. Such resources are typically exposed as Web/Grid Services, which can encapsulate either remote DBMSs (e.g., [3]) or functions called from within database queries (e.g., [4], [5]). In these settings, distributed database queries are executed over Web Services (WSs). WSs are notoriously slow; nevertheless, nowadays, they provide the most practical solution for accessing remote data sources and programs spanning multiple administration domains.

A characteristic of WSs that makes their use in high performance applications problematic is that they incur high data communication costs and parsing overheads. As such, minimizing the data transmission cost for queries over WSs is of high significance for modern distributed database applications. To this end, pulling data from a WS-wrapped database (e.g., [3]) or submitting calls to a WS to perform data processing (e.g., [4]) needs to be block-based. In this mode, the data transmission cost per se can decrease, whereas applications can also benefit from pipelined parallel processing. In this work, we focus on the data transmission cost, without trying to quantify the impact of pipelining.

The main challenge is that the graph describing the aggregate transmission cost of a given dataset in time units with regards to the block size, has a concave shape with various local minima and high noise. Moreover, it cannot be assumed that an analytical model describing this graph exists, since it differs for different network and query characteristics. In this work, we try to tackle the problem of finding the volatile optimum block size, and thus provide robust runtime solutions for minimizing query tasks that involve the transmission of large datasets to and from WSs. These solutions are minimally intrusive; they operate at the client site, and thus require no additional monitoring of and extensions to the servers.

We follow a control theoretical approach and we extend the work in [6]. The latter provides strong insights into how control theory can be applied to this problem. It investigates algorithms that fall into two broad areas: runtime optimization inspired by hill-climbing techniques, and switching extremum control [7]. As expected, the former category is outperformed by the latter, which is more suitable for systems exhibiting noisy, non-monotonical behavior. For the latter category, we distinguished between techniques employing constant gain and those employing adaptive gain, proportional to the performance changes due to the last decisions. The trade-offs between these two types can be summarized as follows.
Adaptive gain policies seem to be the most suitable choice when the near optimal region can be approximated. However, in this case the performance benefits may not exceed 100% decrease in response times. Larger improvements, over 100% decrease in performance degradation, can be provided when this region is not a priori known. In this case, adaptive gain policies have nice transient and stability properties but their accuracy and capability of convergence are quite sensitive to noise and non-smooth profile shapes. On the other hand, constant gain policies can perform well even without proper tuning, but their transient behavior and steady state stability can deviate from the optimum point. In other words, none of the types of switching extremum control is robust with respect to different settings.

The focus of this paper is to address this severe limitation of [6] so that the solutions can become more practical. To this end we propose a novel hybrid controller that aims at combining the strengths of both constant and adaptive gain controllers, with a view to improving robustness and average performance. Moreover, we explore another direction, after observing that, despite the volatility, local peaks, jitter etc., the performance graphs can be represented by smooth quadratic (or sometimes monotonically decreasing) concave curves. As such, we provide techniques to perform system identification in our setting by fitting the online data to smooth profiles, which can subsequently be processed analytically, thus paving the way towards self-tuning controllers [8].

The remainder of this paper is structured as follows. The rest of this section deals with related work. Section II discusses a motivating example, drawn from the OGSA-DAI [3] services. Similar examples could have been drawn from the emerging WS management systems [4]. The novel hybrid switching extremum controller is presented, along with its evaluation, in Section III. Section IV deals with online system identification followed by analytical estimate of the optimum block size. Section V concludes the paper.

### A. Related Work

The use of hybrid controllers is an important topic in control theory. The basic idea has been around since the early days of control theory development, and led to the development of approaches such as gain scheduling [7], [9] and supervisory control [10], and more recently, the related fields of switching systems [11] and hybrid systems [12], which reach a higher level of sophistication. The basic idea of gain scheduling and supervisory control is to switch between a number of controllers dynamically when moving from one operating regime to another and there is no single controller to provide satisfactory performance. The switching is orchestrated by a supervisor implementing a specially designed logic that uses measurements collected online to assess the performance of the controller currently in use and also the performance of potential controllers.

Applying techniques inspired by control theory to the complex problems of distributed computing is not something new; actually there is a recent booming in development control theoretical approaches to solve problems in computing systems, software engineering and software services [13], [14]. This is due to the trend of going beyond ad hoc and heuristic techniques towards an autonomic computing paradigm [15]. Exploitation of the rich arsenal of techniques, methods, ideas and foundations of control theory, developed for many decades since the second world war, has already led to improved designs in many areas and problems [16], [17], [18]. For a database server, online adjustment of multiple configuration parameters using online random and direct search techniques is proposed in [19] to guarantee good performance. Online minimization of the response time of an Apache web server by dynamic tuning of the number of maximum clients allowed to be connected simultaneously is described in [20]. Non-linear problems of WSs are discussed also in [21], [22]. For application servers, optimal configurations have also been sought in [23] using off-line experimentation and statistical analysis.

From the control theory point of view, extremum control has been employed from the early stages of control theory development. Although applied in many engineering systems (e.g., [7], [28], [29]), to the authors’ knowledge this work is the first application of control theory to database queries over remote resources. For non-engineering problems, in a totally different context, an extremum control approach has only recently appeared in [24] for the problem of error correction in packet-switched networks.

Finally, complementary efforts to minimize the data transfer cost are described in [25] and [26]. The former suggests improvements to the basic communication mechanism for WSs, whereas the latter investigates solutions based upon runtime selection of the transfer protocol.

### II. Motivation Scenario

Let us assume that a client submits a data retrieval task to a WS deployed on an Apache Tomcat Web Server. The WS acts as a wrapper to a MySQL DBMS. In our motivation example, that WS is provided by the OGSA-DAI project [3], which develops generic services for data access and integration purposes in wide area heterogeneous environments. The client resides on a randomly chosen PlanetLab node [27] in Switzerland, and the retrieval task consists of an inexpensive (in order not to incur significant CPU load) scan-project query over the entire Customer relation of the TPC-H benchmark, when this is deployed with scale set to 1, i.e., in total, 150K tuples are retrieved. The server is in the UK. This query is executed in a pull mode, i.e., the client continuously requests for new data chunks that can have different size each time, until the complete result set is retrieved.

Figure 1 depicts the response time at the client side when there are 1,2,5, and 10 other concurrent jobs that are being executed on the Web Server. These jobs are not computationally intensive and do not require access to the DBMS. Two main observations can be made. Firstly, the more jobs are running on the server, the more concave the graph becomes. Secondly, the optimum point changes during the different executions.
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although the network conditions and the total volume of data transferred across the network remain the same. For instance, when there is one concurrent job, the optimum block size is 10K tuples, whereas it shifts to 9K tuples for 2 concurrent jobs and 8K tuples for 5 jobs running at the same time.

The impact of load and concurrent jobs is more severe when these jobs share not only the Web Server resources, but the DBMS server and the network as well. Figure 2(a) shows the performance degradation and the increased concavity of the response time graph with regards to the block size, when the client submits two queries at the same time. The quadratic effect is even more obvious when there are 3 concurrent queries and the server received more load in terms of memory utilization between the second and the third query (see Figure 2(b)). In this case, not only the shift of the optimum size is larger, but the effect of a suboptimal decision can be detrimental. For example, under these conditions, if the optimum size for 2 concurrent queries is chosen, and one more query is submitted, then, for the same block size, the response time would be an order of magnitude higher than the optimum.

In general, for each distributed data transfer, a latency overhead is incurred. To minimize it, it is better to group tuples into as large chunks as possible. However, larger chunks require more local resources, thus their size cannot grow infinitely without causing performance degradation. For instance, when the memory at the server size is limited, the optimum size can be rather small. Fixed size solutions can be either optimistic or conservative. In the former case, a large size is chosen, which underperforms in cases like that of Figure 2(b). Smaller data blocks are inefficient for cases like those in Figure 2(a). In both cases, performance degradation can be of the level of several factors, if not of an order of magnitude.

From the above, it becomes obvious that any solution to the problem of choosing the optimum block size must be adaptive; it must be characterized by robustness in terms of environmental conditions under which it can perform well, and by fast convergence properties so that it can react to sudden changes in a timely manner and be capable of yielding benefits even for queries returning small result sets or involving transmission on few data blocks. More importantly, it must be capable of overcoming the local optimum points that exist on both sides of the global optimum, and apparently, not to rely on the availability of profiling information or analytical model, as such information does not exist, in the generic case.
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**Algorithm 1** Pseudo-code at the client side

```plaintext
blockSize = initialBlockSize
while !end-of-results do
    t1 = timestamp()
    WebService.requestNewBlock(blockSize)
    t2 = timestamp()
    blockSize = Controller.computeNewSize(t2 - t1)
end while
```

Fig. 2. The response times when (a) 2 queries and (b) 3 queries are being responded concurrently.

III. SOLUTIONS FROM SWITCHING EXTREMUM CONTROL

To provide a solution to the runtime optimization problem investigated in this paper, we adopt a control-theoretical approach. The architecture envisaged is that a lightweight controller is encapsulated in the client. This controller receives as input the response time of each block size, and based on these values, it decides the size of the next block to be pulled from the WS (see Algorithm 1).

The solutions presented in this paper are inspired by extremum control [7], which can yield results and track a varying optimum operating point even in the absence of a detailed analytic model. Extremum control is based upon numerical optimization but goes beyond that since it can be blended with well known control approaches, including variable set-point (optimum tracking) controllers, feedforward controllers, perturbation analysis, self tuning and adaptive techniques, so that noise, model uncertainties and time variations can be dealt with. Filtering and averaging are also typically included in the aforementioned techniques. There is a rich literature and many different methodologies and applications [28], [29].
Two flavors are examined overall, namely switching and self-tuning extremum control. The former proposes a novel hybrid technique that aims at combining the strengths of the constant and adaptive gain policies explored in [6]. The latter investigates a different, analytical approach to defining the optimum values of the block size based on samples, and is discussed in Section IV.

A. A hybrid non-linear controller

Let $y$ be the performance metric, such as response time or, equivalently, the per tuple cost in time units, and $x$ denote the size of the data block. Then, there is a typically unknown function $f$, for which $y = f(x)$. The role of an extremum controller is to manipulate the input $x$ to the performance function $f(x)$, as a function of this output, i.e., there is a control function $h$, for which $x = h(y)$.

In switching extremum control, $h$ defines that the value of $x$ at the $k$th step, $x_k$, is given by the following formula:

$$x_k = x_{k-1} - g \cdot \text{sign}(\Delta y_{k-1} \cdot \Delta x_{k-1})$$  \hspace{1cm} (1)

where $\Delta u = u_k - u_{k-1}$. The function $\text{sign}(\cdot)$ returns 1 if its argument is positive and $-1$ otherwise. $g$ corresponds to the gain and can be either constant or adaptive. The formula above can detect the side of the optimum point where the current block size resides on. The rationale is that the next block size must be greater than the previous one, if, in the last step, an increase has led to performance improvement, or a decrease has led to performance degradation. Otherwise, the block size must become smaller.

Several heuristics are applied to switching extremum control. To mitigate the impact of the noise in the graphs, the measured output and the control input are firstly averaged over a sequence of $n$ measurements. This may reduce the speed of response to changes. Hence, a proper choice of the averaging horizon must be made to trade off speed of response with noise removal. In addition, maximum and minimum limits can be imposed to avoid overshooting with detrimental effects, as there is no guarantee that the controller will not reach a very high or very low value before converging. To facilitate the controller to be capable of continuously probing the block size space, since the optimum point may move during query execution, a dither signal $d(k) = d_f \cdot w(k)$ is added, where $d_f$ is a constant factor and $w$ a pseudo-random variable that follows a Gaussian distribution with mean 0 and standard deviation 1. As such, for an averaging horizon of length $n$, (1) is transformed to

$$x_k = x_{k-1} - g \cdot \text{sign}(\Delta y_{k-1} \cdot \Delta x_{k-1}) + d(k)$$ \hspace{1cm} (2)

where $\{\bar{x}_k, \bar{y}_k\} = \frac{1}{n} \sum_{i=k-n+1}^{k} \{x_i, y_i\}, \quad k - n + 1 \geq 0$.

As mentioned earlier, this controller can be implemented in two ways according to the type of the gain. In the first way, $g = b_1$ is a constant (positive) tuning parameter. Without applying a dither signal, the step size is always the same, and since $\|\Delta x\| = b_1$, $b_1$ defines the rate at which $x$ is modified. In the second way

$$g = b_2 \cdot \|\frac{\Delta y_{k-1}}{y_{k-1}} \cdot \Delta x_{k-1}\|, \quad b_2 > 0$$  \hspace{1cm} (3)

where $b_2$ is constant. In this case, the step (gain) is adaptive and is proportional to the product of the performance change and the change in the block size. In both ways, the formulas take effect from the second adaptivity step, since before that point the required information is not available yet. In the first step the controller increases the block by $b_1$. In [6] both techniques were implemented and the lesson learnt from this and other works (e.g., [30], [24]) has been that there is no clear winner in all cases: adaptive gain may yield more accurate results when the starting point is relatively close to the optimum; policies with constant gain may perform better otherwise, however they exhibit worse behavior during the transient and steady-state phases. In this paper, we introduce a novel hybrid solution that aims to combine the strengths of both:

$$g = \begin{cases} b_1, & \text{in transient phase} \\ b_2 \|\frac{\Delta y_{k-1}}{y_{k-1}} \cdot \Delta x_{k-1}\|, & \text{in steady-state phase} \end{cases}$$  \hspace{1cm} (4)

In the hybrid mode, the step remains constant until the value of $x$ converges to a stable value, and then it becomes adaptive. If it re-enters a transient phase, it switches back to constant gain mode. The transition point must be defined mathematically. To this end, we propose the following phase transition criterion, which counts the sign switches over a horizon of length $n'$, and defines that a steady-state phase is entered at step $k$ if

$$\|\sum_{i=k-n'}^{k-1} \text{sign}(\Delta y_i \cdot \Delta x_i)\| \leq s$$  \hspace{1cm} (5)

where $s$ is a small positive integer (odd if $n'$ is odd, even otherwise). The intuition behind this criterion is that, at steady-state phase, a constant gain switching extremum controller oscillates around the stability point in a saw-tooth manner.

B. Empirical Evaluation

The main outcome of the empirical evaluation is that, by using the hybrid technique presented hereby and starting from a small block size, no or limited performance degradation
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1) WAN set up: The first experimental set up is as follows.
We choose the same query as in Section II and two remote
machines, such that the optimum block size is relatively large.
The server remains in the UK and the client is in Greece.
Three cases are examined: (i) conf1.1, in which the server and
the client are both unloaded; (ii) conf1.2, in which 3 queries
are executed concurrently at the server and thus they share
the network and the memory and CPU resources at both the
server and the client side; and (iii) conf1.3, in which the server
runs some memory intensive jobs while the client submits the
query. For each of the cases above, 10 runs with fixed and
adaptive block sizes were executed. The fixed configurations
in each run are used for defining the ground truth for these
experiments. As the configurations were scheduled in a round-
robin fashion, they correspond to the same time period, i.e.,
there is no bias in this respect.
Figure 3 shows the response time (i.e., the time to retrieve
all blocks for the same result set) and the standard deviation for
the three cases, based on the configurations with fixed block
size. Upper and lower limits are imposed, set to 20K and 100
tuples, respectively. In conf1.1, the optimum point is the upper
limit, and due to the rather small standard deviation, there
are few local optimum points. In conf1.2, the optimum point
remains the same, however the standard deviation is more
significant, which may insert more local optimum points. In
the last case, conf1.3, the memory load at the server generates
more obvious local minima, and causes a small shift of the
optimum point to the left.
For the adaptive techniques, we set \( b_1 = 2000 \) (1200 for
conf1.2), \( b_2 = 25, d_f = 25, n = 3, n' = 5 \) and \( s = 1 \).
Following a conservative approach, the starting block size is
set to 1000 tuples. For the hybrid scheme, after it switches to
the adaptive gain mode, switching back to constant gain is not
allowed (this constraint will be relaxed later). The intra-query
behavior of the adaptive techniques is presented in Figures
4(a)-(c). From these figures, it can be observed that the hybrid
approach combines the benefits of both approaches and is
characterized by (i) less oscillations (i.e., increased stability),
and (ii) accuracy comparable to the best of the other two
approaches. Moreover, its convergence speed is fast; adaptive
gain techniques may converge even faster in some cases but
they are prone to instability (Figures 4(b)-(c)) and inaccuracy
(Figure 4(a)). The most important factor for quick convergence
is the value of \( b_1 \). When the initial block size is small and
far away from the optimum, a large \( b_1 \) is desirable. However,
when the optimum is close, policies with smaller values for \( b_1 \)
perform better. The impact of this parameter on the speed of
convergence is more obvious in Figure 5, which corresponds
to a constant gain extremum controller (conf1.1).

The fact that the adaptive techniques, as shown in Figure 4,
do not converge to the same optimum point as this is implied
by Figure 3, does not mean that the adaptive techniques
cannot, on average, yield performance improvements, even
if the profiling figures like Figure 3 are apriori known. This
somehow counter-intuitive remark is mainly due to the fact
that the optimum point is actually volatile (a result of which
is the high standard deviation in the figure).

Table I summarizes the average normalized performance improvements of the adaptive techniques. I corresponds to the response time for the optimum block size of Figure 3. The second column presents the normalized response times when the block size cannot change at runtime and is 1000 tuples in size. In this case, the query lasts between 0.39 and 1.05 times longer than when profiling information is available.

Four adaptive techniques are compared: switching extremum control with constant and adaptive gain, and the two flavors of the hybrid technique proposed. In the first flavor (5th column), the algorithm does not switch from adaptive gain back to constant gain. In the second flavor (last column), such a switch is allowed. From the table, it can be seen that hybrid techniques consistently yield lower response times, apart from increased instability and, in these experiments, it exhibits worse behavior than the first flavor. Further investigation as to whether and under which circumstances this scheme can be profitable is left for future work.

Finally, we explored two other cases, which did not prove efficient. Firstly, we experimented with another criterion for deciding whether the transient phase has finished. This criterion is an alternative to the one in (5) and checks the average decisions of the hybrid controllers. (c) The average decisions of the constant and adaptive gain controllers.

In MIMD, the next value of the block size is derived by multiplying rather than adding the previous value to a certain quantity, which equals to the following:

$$x_k = x_0 \cdot g^{j(k-1)}$$

Obviously, the space of the possible values of the output of the MIMD controller is more limited than that of the AIAD one, which contains arbitrary integers. This renders the application of scale averaging more straightforward. Let \((x_1^p, y_1^p, \ldots, x_m^p, y_m^p)\) be the \(m\) control input - measured output pairs for which \(x_i^p = x_0 \cdot g^p\), where \(p\) is an integer. Then, instead of \(\Delta y_{k-1}\) in (7), \(\Delta \hat{y}_{k-1}\) can be used, which computes the average over the measured output of the same control input:

$$\hat{y}_k = \frac{1}{n} \sum_{i=m-n+1}^{m} y_i^p, \quad x_k = x_0 \cdot g^p.$$  

Unfortunately, this type of controller behaves similarly to adaptive gain schemes in Figure 4(a), which is unacceptable. Detailed figures are omitted due to space limitations.

2) LAN set up: In the second set up, the machines are connected via a 1Gbps Ethernet. Initially, 3 queries are executed concurrently (conf2.1), and their average response times after 12 runs are depicted in Figure 6(a). The configuration of the

<table>
<thead>
<tr>
<th>Block sizes (#tuples)</th>
<th>conf1.1</th>
<th>conf1.2</th>
<th>conf1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.39</td>
<td>2.05</td>
<td>1.69</td>
</tr>
<tr>
<td>1</td>
<td>0.99</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td>1000</td>
<td>0.98</td>
<td>0.94</td>
<td>0.85</td>
</tr>
<tr>
<td>2000</td>
<td>0.97</td>
<td>0.98</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Fig. 6. (a) The average response times when the block size is fixed. The average decisions of the constant and adaptive gain controllers. (c) The average decisions of the hybrid controllers.
adaptive techniques remains the same, apart from the upper limit which is now set to 7000 tuples, and $b_1$, which is 1200, unless otherwise stated. The average intra-query behavior of traditional switching extremum control techniques is presented in Figure 6(b). Adaptive gain policies are clearly inefficient, as they suffer from overshooting (which is constrained only through the upper limit) and instability. Constant gain policies perform well only if $b_1$ is small (e.g., 800). However, for this value, they cannot perform reasonably well in the scenarios discussed previously (see Figure 5). For larger values of $b_1$, overshooting and increased instability cannot be avoided. These two effects are mitigated in the hybrid schemes which remain closer to the optimum for the whole duration of the query (Figure 6(c)). Again, when the transition criterion of (5) is used instead of that in (6), the response time is lower.

The robustness of the hybrid controller and the increased instability and overshooting of the constant gain one is more evident in Figure 7. In this figure a larger query over the Orders relation of TPC-H with 3 times more tuples in the result set is executed while the server is loaded with three more local queries (conf2.2). The upper limit is reset to 20000 tuples. Adaptive gain policies cannot track the optimum region, whereas constant gain policies oscillate significantly around that region and converge more slowly. These limitations do not apply to the hybrid case.

C. Simulation Results

The simulation setup is intended to provide a complementary study and experimentation with the algorithms proposed so that a more representative picture of the results can be obtained and more reliable conclusions can be drawn. On the basis of the profiles obtained by real evaluation experiments, we developed a simulation engine based on MATLAB for evaluating all adaptive policies proposed. An important aspect of a faithful simulation in our case study is the ability to emulate a number of unknown and unpredictable factors, such as variable network conditions, server utilization level, transients after block size changes, which induce jitter and hence noisy measurements and also frequent movements of the optimal point. These factors give rise to local peaks and non-monotonic behavior. Jitter, transients and movements of the optimum point can be injected into the initial profiles and emulated in the form of additional random noise uniformly distributed around the static profile values. Furthermore, critical events such as sudden changes in the number of queries and/or concurrent jobs may be emulated by the simulation engine so that the performance of the adaptive policies and their robustness can be studied.

Our main remarks can be summarized as follows. Firstly, the main characteristics of the adaptive gain and the constant gain policies mentioned in the introduction and the empirical evaluation sections are justified in the simulations for the profiles appearing in Figures 3, 6, 7. The hybrid controller, implementing a constant gain policy during the transient phase and switching to an adaptive gain policy during the steady-state combines the attractive features of both policies and is rather robust in yielding good performance. For the short-lived experiments considered in the empirical evaluation, the hybrid algorithm’s second flavor, which allows switching back to constant policy has not been found successful. This has been observed in the simulation experiments as well, and should not be attributed only to the small number of transfer tasks before the completion of a query. We have observed that the steady-state phase can be detected reliably thanks to the robust behavior of the constant gain policy to track the optimum in the presence of volatile profiles. On the contrary, adaptive gain policies lack robustness (they can either converge and become stagnant as in Figure 4(a) or fail to converge by exhibiting sustained oscillations as in Figures 4(b),(c)), hence switching back to constant gains based on the same criterion is now unreliable.

Secondly, we investigate the robustness of the algorithms to sudden changes. Such situations are more commonly encountered in long-lived cases, where they should be detectable by a good controller, which should be capable of adapting to the new conditions. We consider a longer-lived query execution comprising a total of more than 400 adaptivity steps and
a number of profile switchings at runtime. We assume that initially conf1.1 is active for the first hundred steps, then we switch to conf1.2 for the second hundred steps; then another switch to conf1.3 for the third hundred steps follows, and finally we switch back to conf1.1. In similar experiments in the context of [6], it has been observed that adaptive gain policies fail to track such changing conditions, whereas constant gain policies are robust, but also usually oscillating. Hence, without any additional modifications, our hybrid scheme which has switched to the adaptive gain mode in the steady-state is certainly not robust in this respect. Moreover, for the reasons mentioned before, the second flavor that allows switching back to constant gains should be avoided. For such long-lived tasks, one suggestion is to allow switching back to constant gain mode at periodic predetermined intervals. This essentially amounts to resetting the hybrid controller periodically, so that re-adjustment to the new conditions can be made. The period of this pre-programmed behavior allows desirable trade-offs between speed of response/ability to react and stability/robustness to changes to be achieved. The response of a constant gain and a modified hybrid controller (periodic reset with a period of 50 steps) is shown in Figure 8. We observe that both controllers show good tracking ability, but the hybrid controller’s response is virtually free of oscillations, i.e., more stable.

IV. MODEL-BASED SOLUTION

One of the main difficulties in runtime optimization of the communication in WS Grids is the fact that due to the presence of noise and the volatile conditions, the performance graphs with regards to the block size are not monotonical on both sides of the optimum. To smooth the profiles in the previous section, averaging was employed. Another solution investigated hereby is to identify at runtime a smooth approximation of the profile in the form of a quadratic mathematical model (i.e., perform system identification), and then, based upon this approximation to estimate the optimum point analytically.

For the system identification, two generic models are considered. Firstly, a typical quadratic model, which can capture the concave effect observed in the graphs:

\[ y_1 = f_1(x) = a(x - x_o)^2 + b = a_1 x^2 + b_1 x + c_1 \]  

(8)

where \(a, b, a_1, b_1, c_1\) are all constants. However, a more realistic modelling is as follows. The data transmission cost consists of the network cost \(C_N\) and the computation cost at the server and the client \(C_C\). The former consists of the sum of the costs for each block. The cost for each block consists of a standard overhead and the size of the block, \(x\). For a given query, simple algebraic manipulation gives \(C_N = a_2 N/x + c_2 N\), where \(a_2, c_2\) are constants. The computation cost depends on the total number of tuples processed (which is independent of the block size) and the block size itself, which denotes how many resources in terms of buffer size and memory are required at each time point. Again, it can be easily derived that \(C_C = b_2 C x + c_2 C\). Overall, a parabolic model is obtained with constant parameters \(a_2, b_2, c_2\):

\[ y_2 = f_2(x) = a_2/x + b_2 x + c_2 \]  

(9)

At runtime, firstly, \(n\) samples \(y_1,...,y_n\) are taken with various block sizes, \(x_1,...,x_n\). A main challenge is to meet the requirement for fast identification, since even queries with over 100000 tuples can complete in a small number of adaptivity steps (Figure 4). As such, \(n\) must be small. Let \(Y\) be the vector \([y_1,y_2,...,y_n]^T\). Also, if the model in (8) is assumed, let

\[ X = \begin{bmatrix} \frac{x_1^2}{N} & x_1 & 1 \\ \frac{x_2^2}{N} & x_2 & 1 \\ \vdots & \vdots & \vdots \\ \frac{x_n^2}{N} & x_n & 1 \end{bmatrix} \quad \delta = \begin{bmatrix} a_1 \\ b_1 \\ c_1 \end{bmatrix}. \]

For (9), the first column of \(X\) and \(\delta\) are modified accordingly. Then, we can perform a typical least squares (LS) estimation and compute the model parameters:

\[ \delta = (X^T X)^{-1} X^T Y \]  

(10)

Then the optimum point can be estimated by setting the first derivative of \(f(x)\) to 0. Many heuristics can extend this solution. For example, the LS may rerun if the values of \(x\) deviate significantly from the derived model. Or, after the optimum point has been estimated analytically, extremum control techniques may be applied with the analytical optimum point as their starting block size. For significantly larger queries, techniques based on recursive least squares estimation (RLS) with forgetting factors seem promising. As such, the extremum control becomes self-tuning [29]. However, an in-depth investigation of all these is left for future work.

A. Empirical Evaluation

Four of the experimental configurations of Section III-B are used to test the performance of model-based adaptive techniques, namely conf1.1 and conf1.3, which refer to a WAN setting, and the two LAN configurations. A main requirement of the techniques is to produce a decision on the block size quickly. To this end, only 6 samples are collected, which are evenly distributed in the whole search space defined by the lower and upper limits. Collecting just one sample per sampled block size is very prone to errors, due to the high standard deviation in the communication cost of blocks of the same size. Table II summarizes the decisions of the techniques based on the models of (8) (quadratic model) and (9) (parabolic model), and the corresponding (normalized) response times. For the latter, 1 corresponds to the response time for the optimum
The behavior of enhanced model-based techniques. Although simple, the idea of fitting a 6-sample set to a quadratic or parabolic model to produce a good estimate for our optimal position has been proved quite robust. Robustness here refers to the fact that despite the highly noisy and volatile samples collected, the fitting provides a representative estimate which lies in the near optimal region with very high probability.

However, it is clear that in profiles with many local minima, there is no guarantee that such model-based techniques will return the global minimum or even any of the local minima. Moreover, once an estimate is found the block size remains fixed at that value until the query completion. These facts may lead to suboptimal performance in many cases and, moreover, there is no tracking ability in sudden changes.

Nevertheless, it is not difficult to see that, in view of the other techniques discussed in this paper, and their characteristics, these issues could be easily resolved by combining our simple model-based scheme with them. This is easily done by using the LS estimate obtained after 6 steps as an initial block size for a constant gain, adaptive gain, or hybrid gain controller. We have made simulation runs for these controllers, using a quadratic model-based controller for the initial estimate and the profile data of \textit{conf2.2} (depicted in Figure 7), for which the optimum block size is around 7.5K tuples. We decided to use this profile because there exist many local minima, and the quadratic model fitting fails to approximate the global one. The decisions of the controllers are shown in Figure 9. The adaptive gain scheme gets stuck and we need to apply a constant gain scheme upon the LS estimate in order to move to the global minimum, which further suffers from non-negligible oscillations around the optimal point. The oscillations may be suppressed by switching to adaptive gain on the basis of a hybrid scheme.

V. Conclusions

This paper investigates the problem of optimizing the data transfer in queries over WSs by runtime configuration of the data block size. Static solutions cannot perform well; actually, they suffer from significant performance degradation (of several factors or even an order of magnitude) in a wide range of cases. Two solutions were presented; both inspired from extremum control. The first one presents a novel robust non-linear controller, which combines the strengths of constant gain and adaptive gain switching extremum controllers in terms of accuracy, speed of convergence and stability in a hybrid manner. The second one performs system identification and estimates the optimum block size analytically. Evaluation results prove the effectiveness and the efficiency of the hybrid
and the model-based controllers. Table III summarizes the average performance degradation in the five experimental configurations used in this paper with respect to the optimum block size, which can be defined only through a post-mortem analysis. In this table, the adaptive techniques are compared against 3 static ones, with small, medium and large block sizes, respectively. On average, the hybrid technique leads against 3 static ones, with small, medium and large block analysis. In this table, the adaptive techniques are compared against 3 static ones, with small, medium and large block size, which can be defined only through a post-mortem analysis. Configurations used in this paper with respect to the optimum block size. Finally, further improvements can be achieved by coupling system identification techniques with a hybrid switching extremum controller, which eliminates the need for setting an initial value for the block size.

Although this work discusses database queries over WSs, its main findings are more generic, and can be applied to other settings, as well. More specifically, the techniques presented are applicable to any setting, where (i) the entity to be controlled exposes to the controller a tuning knob, which impacts on the performance metric; (ii) the performance graph is represented by a non-smooth, concave curve with regards to the tuning parameter, with local optimum points and noise distortions; and (iii) no analytical model describing this graph exists and the graph changes for each task.
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