Quick Review of MapReduce

The All-Pairs Problem

The Theory of MapReduce Algorithms
Some-Pairs Problems




What Does MapReduce Give You?

Easy parallel programming.

Invisible management of hardware and
software failures.

Easy management of velgrgescale data.



MapReduce in a Nutshell

A MapReducgob starts with a collection of input
of a single type.

Apply a usemritten Map functionto each input,
In parallel.

AMapper= application of the Map function to a single
Input.
Usually many mappers are grouped inttap Task
The output of the Map function isa set of O, 1,
more keyvalue pairs
The system sorts all the kexalue pairs by key,
forming key(list of values) pairs.



In a Nutshell - (2)

Another useswritten function, theReduce
function, Is applied to each kefyist of values).

A Application of the Reduce function to one key and
list of values is aeducer

Often, many reducers are grouped intiraduce Task
Each reducer produces some output, and the

output of the entire job Is the union of what is
produced by each reducer.



MapReduce Pattern

key-value
pairs

Input . Output

Mappers Reducers



Example: Word Count

We have a large filef documents, which are
sequences of words.

Count the number of times each distinct word
appears in thdile.



Word Count Using MapReduce

map(key, value):
// key: documentlD;value: text of document

FOR (eactvord w invalue) %BDAAO O A
: _ AOO OAI I AEI
emlt(w, :D, local summing of
integers with the same
reduce(keyyalue-list): key before passing
_ _ _ to reducers.

// key: a wordyaluelist: a list of integers

result =0;

FOR (each integeron valuelist)

result +=v;

emit(result);



Coping With Failures

MapReduceas designed to deal witbompute
nodesfalling to executea Map task or Reduce
task.
Reexecutefailed tasks, not whole jobs

f MapReducdasks have thélocking
property. no output is used until task Is
complete
Thus, we can restart a Map task that failed
without fear that a Reduce task has already
used some output of the failed Map task.



Cost of a MapReduce Algorithm

Execution time of the mappers and reducers
Communication cost of transmitting the
output of the mappers to the location of the

proper reducer.

AUsually, many compute nodes handle both sorts of
tasks in parallel, so there is little chance that the
source and destination of a keslue pair are the
same.

A Often, communication cost dominates.



The All-Pairs Problem

Motivation: Drug Interactions
A Failed Attempt
Lowering the Communication




The Drug-Interaction Problem

I NBFf ad2NEB TN Yinipgl |
project class.

Data consisted of records for 3000 drugs.

A List of patients taking, dates, diagnoses.

A About 1M of data per drug.
Problem was to find drug interactions.

A Exampletwo drugs that when taken together
Increase the risk of heart attack.

Must examine each pair of drugs and compar
their data.
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Initial Map-Reduce Algorithm

The first attempt used the following plan:
AKey = set of two drugs, {J.

AValue = the record for one of these drugs.
Given drug and its recordR, the mapper

generates all keyalue pairs {|}, R), wherej is
any other drug besidas

Each reducer receives its key and a list of the
two records for that pair({l, |}, [R, R])-
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Example: Three Drugs

{1, 2}} Drug 1 data Reducer

for {1,2}

Mapper
for drug 1

{1, 3} Drug 1 data

{1, 2}} Drug 2 data

Mapper Reducer

for drug 2 for {1,3}

{2, 3}} Drug 2 data

{1, 3} Drug 3 data Reducer

for {2,3}

Mapper
for drug 3

{2, 3}} Drug 3 data
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Example: Three Drugs

{1, 2}} Drug 1 data Reducer

for {1,2}

Mapper
for drug 1

{1, 3} Drug 1 data

{1, 2} Drug 2 data

Mapper Reducer

for drug 2 for {1,3}

{2, 3}} Drug 2 data

{1, 3} Drug 3 data Reducer

for {2,3}

Mapper
for drug 3

{2, 3}} Drug 3 data
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Example: Three Drugs

Reducer
{1, 2} Drug 1 data Drug 2 data for {1,2)

Reducer
{1, 3}} Drug 1 data Drug 3 data for {1,3}

Reducer
{2, 3}} Drug 2 data Drug 3 data for {2,3}
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What Went Wrong?

3000 drugs

times 2999 keyalue pairs per drug
times 1,000,000 bytes per kexlue pair

= 9 terabytes communicated over a 1Gb
Ethernet

= 90,000 seconds of network use.
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The Improved Algorithm

The team grouped the drugs into 30 groups o
100 drugs each.

ASay G=drugs 1100, G=drugs 104 n N I =5 |
drugs 29013000.

ALet g{) = the number of the group into which driig
goes.
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The Map Function

A key Is a set of two group numbers.
The mapper for drugproduces 29 keyalue
pairs.

AEach key is the set containing)g{nd one of the
other group numbers.

AThe value is a pair consisting of the drug numiber
and the megabytdong record for drug,.
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The reducer for pair of groupsy n} gets that
key and a list of 200 drug recorqshe drugs
belonging to groups andn.

Its job Is to compare each record from groump
with each record from group.

ASpecial casealso compare records in gromwith
each other, iim=n+1 or ifn=30 andn = 1.

Notice each pair of records Is compared at

exactly one reducer, so the total computation |
not increased.
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