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Summary

The effort to reduce the environmental impact and carbon footprint of data-center

operations has led to the emergence of “green” data centers, which are designed to

reduce energy consumption and to increase their use of Renewable Energy Sources

(RES). Despite the advances demonstrated by hyper-scale facilities in energy efficiency

and the use of green energy, small and medium-scale data centers, which contribute to

over 50% of the total electricity consumption and carbon emissions of the sector, face

significant challenges in the adoption and exploitation of RES. In this article, we present

the steps taken to transform a medium-scale, academic data center into a “green” one

that uses solar power. In particular, we describe the design and implementation of: (i) a

collocated photovoltaic facility and (ii) a cyber-physical system comprising IoT sensor

devices, a microservices platform, and a visualization and analytics dashboard that sup-

ports the configuration and monitoring of the infrastructure. Using data collected from

the platform and dashboard, we show the environmental and financial advantages

derived from this transformation, and the potential that arises from the availability of

integrated operational data.
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1 INTRODUCTION

Cloud computing has become a general-purpose technology that provides the underlying IT infrastructure across numerous sectors of human activ-

ity. The rapid growth of cloud services was made possible thanks to a concomitant expansion in data center deployments worldwide.1 Industry

analysts estimate that, between 2015 and 2020, the expansion of data centers was able to sustain a 3-fold increase in computing workloads and IP

traffic, and a 5-fold increase in storage capacity.2 Public cloud services are typically provided through the utility computing model,3 wherein access

to cloud resources is charged proportionally to their actual use.4,5 This model offers financial savings to cloud users who can thereby reduce their

overall capital and operational IT expenditures, budgeting them according to evolving computing needs. The utility computing model enables also

cloud operators to capitalize on the multiplexing of own resources across many customers, to amortize maintenance and IT management costs

across thousands of servers, and to adopt automated techniques for data center management.1

Energy is one of the main factors that drive data center operational expenses,1 total cost of ownership (TCO),6,7 and, consequently, the pricing of

cloud services and profit margins of cloud operators. The expansion of data center deployments around the world has resulted in data center energy

consumption rising from an estimated 153 terawatt-hours (TWh) in 2005, to 194 TWh in 2010, and 205 TWh in 2018.8,9 Earlier estimates predicted
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that data center energy consumption would reach up to 13% of total electricity use worldwide by 2030.10-12 These predictions did not materialize

thanks to rapid improvements in the energy efficiency of computer hardware8,13 and data center facilities (power distribution, cooling, etc.),14-16

particularly in the hyper-scale data centers of large operators like Amazon, Google and Microsoft,1,17 which have achieved near-optimal Power

Usage Effectiveness (PUE) values below 1.1–1.2.1,18-21 Also, due to the financial crisis of 2008 and the ensuing worldwide economic slowdown,

which, by 2010, led to a significant reduction in actual servers installed, compared to forecasts.9

According to more recent estimates (2019, 2020), the electricity consumption of data centers has reached 1.1%–1.5% of total electricity use

worldwide,8 exceeding 2% in the USA22 and growing at a 4.3% rate per annum globally.23 This rate is expected to increase due to the accelerated

pace of digitalization triggered by the Covid-19 pandemic22,24 and the rapidly growing popularity of energy-demanding applications in machine

learning25 and crypto-currency mining.26,27

Nevertheless, according to estimates published by the International Energy Agency in 2019, the worldwide energy demand of traditional and

cloud data centers (nonhyper-scale) dropped from 60.9 and 76.3 TWh in 2018 to 32.6 and 71.6 TWh in 2021, respectively, whereas the energy

demand of hyper-scale data centers increased during the same period from 60.9 to 86.6 TWh.28 These figures suggest that despite the expansion of

data centers worldwide, the shift of investments and workloads from small and medium facilities to hyper-scale data centers with better PUE has

led to a small reduction of their overall energy demand: from 197.8 TWh in 2018 to 190.8 TWh in 2021.

This trend does not necessarily hold true across all regions and countries, where the rate and impact of data-centers’ expansion are determined

by local characteristics in market size, needs, cloud service penetration, and regulation. For instance, in the EU, the energy consumption of data cen-

ters in 2018 reached 76.8 TWh (2.7% of total EU electricity demand) and was expected to rise to 98,52 TWh (3.21% of total electricity) by 2030.29

In smaller countries with a dynamic data-center sector, such as Denmark and Ireland, data-center electricity is expected to grow rapidly and occupy

a significant share of overall electricity consumption, reaching by 2028 a 15% and 30% of total electricity demand, respectively.29 Finally, the devel-

opment of edge computing services is expected to push energy consumption of data centers further, with edge data-center energy consumption in

the EU expected to rise from 2% to 12% between 2018 and 2025.29

However, electricity production relies predominately on carbon-intensive fossil fuels and brings a substantial toll on our environment. To

address this problem, governments around the world adopt renewable portfolio standards, set goals that aim at reducing electric power carbon

emissions by providing incentives for expanding the production and use of energy from renewable energy sources (RES).30,31 As data-center deploy-

ment accelerates and expands geographically,32 the contribution of data centers to the worldwide carbon footprint increases and brings a substantial

toll on our environment.16,22,33,34 Therefore, leading operators of hyper-scale data centers like Google,35 Amazon36 and Microsoft21,37 have under-

taken initiatives to establish “green” data centers, which are designed to be powered up to 100% with clean and renewable energy, in a quest to

mitigate carbon emissions and reduce their energy costs.

Nonetheless, more than 50% of overall data center energy consumption still comes from small and medium data centers,17,23 whose

energy-efficiency is typically inferior to that of large and hyper-scale facilities. With the advent of 5G38 and multi-cloud edge computing,39 and the

proliferation of edge and fog services,40 the deployment of small, medium, micro, and nano data centers is expected to expand rapidly inside urban

areas,38,41 in order to cope with the growing data processing requirements that arise from smart city, connected vehicles, smart manufacturing and

other cyber-physical applications. More often than not, small and medium data centers are developed and upgraded incrementally, and their oper-

ators follow procurement and installation practices different than those applied in hyper-scale facilities. Typically, small and medium data centers

use diverse equipment for computing, cooling, power supply, and energy management. Consequently, as indicated by surveys and studies, small and

medium data centers waste more energy than hyper-scale facilities, exhibiting average PUE values between 1.6–2.1,34,42 Also, the management of

their operations cannot be easily streamlined, automated, or federated as it relies upon different subsystems, which are typically proprietary, use

silo-ed data and incompatible analytics and interfaces.

Therefore, when operators of small or medium-size data centers wish to improve the energy efficiency of their facilities, to reduce their carbon

footprint, to adapt their cloud operations and pricing policies to a dynamically changing mixture of energy sources, and to engage in resource sharing

with other data centers, they are faced with numerous challenges including:

• Technical, regulatory, and financial hurdles in choosing, procuring, installing, and operating renewable energy production facilities.

• The integration of diverse subsystems, hardware sensors and software agents that collect data about the status of data-center resources, in order

to make operational, energy, environmental and financial-related data available through a common platform that would facilitate processing,

actionable analytics, and visualization.

• The configuration, maintenance and continuous upgrade of various software components of the operational platform.

• The capability to intelligently adjust data center operations and service pricing to variations of renewable energy production, changing environ-

mental conditions, and fluctuations in computing demand.

• The lock-in into proprietary subsystems, which impedes system evolution and integration that is possible under a modular architecture with

appropriate application programming interfaces (API).
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• Extending the data center operational systems with visualization, analytics and decision-support components that can be tailored to the needs

of different stakeholders: business analysts, facilities engineers, IT administrators and cloud operators.

These challenges are key obstacles that deter the operators of small and medium data centers from experimenting with and adopting manage-

ment techniques that capitalize on green energy. Having access to extensible, portable, and inter-operable solutions that address these challenges

will facilitate cloud operators to experiment with numerous research outcomes33,43-53 that propose alternative operational and pricing policies, to

identify practices best suited to the specific configuration and usage of their facilities, and to develop, test, and deploy operational policies that

optimize the efficiency and competitiveness of their services.

In this paper we present the design, implementation and deployment of, and early experiences with ENEDI, a modular cyber-physical system

that we designed, developed, and deployed to address the challenges mentioned above. The ENEDI platform adopts a Microservice architecture54,55

comprised of small, independent functional units deployed on Docker containers, which unify the management of a heterogeneous collection of

IoT sensors and software agents that monitor the data center operation. ENEDI collects, integrates, and stores retrieved monitoring data, making

them available for further analysis and visualization through the ENEDI dashboard. The dashboard is a Web-based application, which provides

user-friendly configuration, visualization and decision-support functionality. ENEDI has been deployed and is in operation in the context of existing

academic cloud data centers and adjoined solar energy production facilities, which were designed and installed to provision the data centers with

renewable (solar) energy from photovoltaic (PV) panels .

The remainder of this paper is organized as follows: In Section 2, we present the steps taken to transform a conventional medium-scale academic

data center into a “green” data center powered by solar energy; we analyse the technical, regulatory and financial considerations involved regarding

the improvement of the energy efficiency of data center rooms and the procurement of a photovoltaic installation. In Section 3, we describe the phys-

ical and logical sensors installed to collect real-time information regarding the facility’s operational conditions (electrical, environmental, computa-

tional) and status. In Section 4, we introduce the layered architecture of the ENEDI middleware platform, which comprises containerized microser-

vices for retrieving data from the IoT sensors, and for integrated monitoring, configuration, discovery, and visualization of the data center’s physical

and IT resources. More details on implementation aspects of the platform are given in Section 5, and Section 6 presents early observations from an

operational demonstrator of ENEDI, along with measurements and estimates on energy and cost savings and environmental impact. In Section 7,

we give an overview of related work from the recent literature, and we conclude in Section 8 with main conclusions and discussion of future work.

2 DATA CENTER TRANSFORMATION

2.1 Overview

The transformation of a conventional (“brown”) data center into one that is powered by Renewable Energy Sources needs to tackle a number of con-

siderations related to the energy efficiency of the facility, the production and self-consumption of the energy from RES, the data-driven management

of energy consumption and data center service provision, and the cost of the transformation effort (Figure 1).

The transformation process entails a number of necessary steps:

1. Energy efficiency measures must be examined, as they are of utmost importance to initially reduce a data center’s energy consumption, especially

with respect to its cooling needs, thus avoiding unnecessary investments in RES and/or other components, such as the expansion of cooling

loads.14,56 These measures can include the replacement of old cooling equipment or the installation of new equipment seeking to improve energy

efficiency, the effective separation of hot and cold air streams with relevant materials, use of thermal insulation to reduce energy losses and so

forth. This upgrade can provide a clearer insight for the RES system design which should come next, as the actual (reduced) data center energy

needs will be taken into consideration, while ensuring energy conservation throughout its operation.

2. The design and implementation of a renewable energy production system that will produce on-site clean energy for self-consumption.

Self-production of electricity via RES technology provides several technical advantages47,57 and is encouraged by the rapid drop of RES prices58-60

and various incentives established by regulators,61-63 It assists in the reduction of a data center’s exposure to the fluctuating retail electricity

prices, thus enhancing the financial sustainability of the asset, and contributes to a reduction of CO2 emissions.

3. Enabling real-time monitoring of all system components, data collection and in turn, data analysis. Availability of data allows energy man-

agement and decision support for optimized data center operation in terms of energy efficiency, economics and environmental conservation.

Energy management and decision support will assist in enhanced operational flexibility, thus also increasing the financial sustainability of the

asset.15,44,64-66

In the remainder of this section, we describe in more detail the steps that we took to transform a conventional, medium-sized academic data

center in Cyprus, into a “green” facility that uses solar energy. We analyze the main considerations arising in the implementation of a collocated
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F I G U R E 1 Comparison between a “brown” and a “green” data center.

PV facility, including regulatory and financial concerns pertinent to the European regulatory regime. We describe the steps taken to improve the

energy efficiency of data center rooms (Section 2.2), and to implement a PV system on the building that hosts the data center. The procurement and

installation the PV system was done in two stages:

1. PV system design, namely the determination of system capacity and geometric characteristics, technical specifications of equipment, system

sizing and simulation with specialized software to estimate the monthly/annual energy production, Performance Ratio (PR), savings in CO2

emissions, techno-economic study, electrical drawings, real estate plans and so forth (see Sections 2.3 and 2.5).

2. Regulatory approval, which entails the preparation and collection of necessary supporting documents and the submission of application forms to

relevant local authorities (spatial planning bodies, energy regulator and distribution system operator) which issue the necessary licenses (see

Section 2.4).

2.2 Energy efficiency upgrade

The data-center’s energy efficiency upgrade was primarily based on the collection of energy consumption data, as well as other electrical parameters

of the site. For the spatial energy upgrade interventions, a new ventilator was installed for the improvement of cold air circulation and the abduction

of hot air from the air conditioning systems, thus separating the cold from the hot air stream, increasing in turn the cooling system’s efficiency. The

data center hosts 14 computer racks, while the air conditioning is achieved by six direct expansion (DX type) close control units (CCUs). Prior to the

ventilator installation, the supply and return of air to the space was free, without any air ducts.

The data center energy efficiency upgrade included the movement and/or rotation of the various air conditioning machines on-site, the rotation

(or installation when absent) of cold air supply plenum boxes for providing the cold air and the configuration of the side covers of the machines so

that the return is achieved from the opposite side of the supply.

Moreover, a special polycarbonate material was installed from the height of the existing racks to the ceiling to create an air barrier, so that the hot

air does not mix with the cold one. The two narrow sides of the corridor remained open. Also, a metal air return duct was placed and securely fastened

to the air conditioning units. The dimensions of the air ducts were determined considering a maximum allowable air speed of 10 m/s, as well as the

balance of air flow between the units. Connection of the air ducts to the units with special anti-vibration material was also performed. The corners of

the vents have turning vanes to facilitate the flow of air. The above aimed first to separate the cold from the hot air stream and, second, to surround

the data-center’s computing equipment by cold air, while ensuring that the waste hot air at the rear of the equipment keeps as low as possible.
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F I G U R E 2 Energy Efficiency Upgrade of data center room (equipment and positioning).

F I G U R E 3 Thermal images taken after the completion of the energy efficiency upgrade. Clear separation of the hot air stream (red) from the
cold one (blue), which increases the efficiency of the cooling system, reducing energy consumption.

Figure 2 illustrates the outcome of the energy efficiency upgrade. Figure 3 illustrates various thermal images taken in the data center, after the

completion of the energy efficiency upgrade, detailed above. They clearly depict the separation of the hot (red colors) and cold air streams (blue

colors) in the site, which increases the efficiency of the cooling system56 and thus, reduces energy consumption.

2.3 PV facility: Design considerations

The PV system design involves primarily the assessment of the environmental conditions of the installation location. Apart from the solar irradiance

of the selected site and its geographical coordinates, other site particularities such as its orientation, its proximity to nearby shading obstacles, and

the available area for use must be considered. During the design phase, compliance with the local technical requirements must also be ensured,

specifically the system’s inclination and orientation angle, its maximum height and distance from rooftop end (for rooftop PV installations), the

allowable equipment positioning, as well as the maximum power capacity for grid integration, as required by the local authorities. Concerning the

PV system sizing, the following parameters must be estimated with the use of a dedicated software tool: Expected monthly and annual electricity

generation (kWh), expected performance ratio (%), expected shading and other system losses (%) and expected savings in CO2 emissions (tnCO2e).

Performance ratio (PR) is a widely used location-independent indicator serving as a quality factor, allowing the quantification of the good oper-

ation of a PV system. It is regarded as the relationship between the PV system’s actual and theoretical energy yields (in kWh) for a specific period

(usually a year), as seen in Equation 1. The theoretical energy yield is the expected energy produced according to the Standard Test Conditions (STC)

as given by the manufacturer. A PR above 75% is generally considered as “very good.”
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PR = Actual PV production
Theoretical PV production (based on STC)

× 100%, (1)

where PR is the performance ratio indicator, actual PV production is the obtained energy yield of the PV system, and Theoretical PV production

(based on STC) is the expected energy yield based on nameplate (STC) conditions as provided by the PV panels’ manufacturer.

The CO2 emissions avoidance indicator is a quantification index of the avoided CO2 emissions due to a PV system’s operation. It is calculated

by multiplying the actual energy yield (in kWh) by the CO2e grid factor of the country under study (in kgCO2e/kWh), as seen in Equation 2.

CO2 emissions avoidance = Actual PV production × CO2 grid factor, (2)

where CO2 emissions avoidance is the CO2 savings indicator, Actual PV production is the obtained energy yield of the PV system, and CO2 grid

factor is an emissions index associated with each unit of electricity produced by a country’s electricity system.

With regards to the case of residential PV systems, the objective is to establish the system with the maximum energy self-consumption.67 In

contrast, when sizing a PV system for commercial purpose, such as the case of a data center, the main aim is to implement the plant with the maximum

electricity output, which will in turn result in the highest reduction of energy imports from the grid and thus the greatest decrease in electricity bills,

with the lowest total investment cost though.

2.4 PV facility: Regulatory issues and licensing

Grid-connected PV systems must comply with the local regulations and obtain the necessary license prior to the initiation of the work. Typically,

these regulations are common among different countries, especially within the EU, despite various minor differences that can be observed. The

necessary steps for licensing RES projects and particularly PV systems in Cyprus are summarized as follows:

1. Application to the Department of Urban Planning and Housing for their preliminary views.

2. Application to the Cyprus energy regulatory authority (CERA) for exemption from Construction permit requirement—for<5 MWp projects.

3. Preparation of Environmental Impact Assessment (EIA)—for>100 kWp projects.

4. Application to the Department of Urban Planning and Housing together with the EIA for the issuance of a Planning Permit.

5. Examination of the EIA by the Environment Committee and issuance of project’s Environmental Terms.

6. Application for a Building Permit at the District Offices or Municipal Services that act as building authorities.

7. Application to the Distribution System Operator (DSO) or Transmission System Operator (TSO) for connection to the network (depending on

the capacity of the project) and acceptance of the terms issued for the contract on payments and electricity purchases.

8. System installation, connection and application to CERA for Operating License.

9. Application to the local DSO or TSO for system inspection, testing and commissioning.

It can be seen from the above that the process of implementing, licensing and finally commissioning a PV system involves several local author-

ities and administrative procedures that can delay the plant’s implementation. Upon the completion of the installation, inspection by the local

DSO must be conducted to verify the compliance of the PV system with the local electricity regulations, which are commonly based on inter-

national standards. Specifically, for the case of Cyprus, the requirements of the German standard “Power Generating Plants Connected to the

Low-voltage Grid (VDE-AR-N 4105)” must be ensured.68 A summary of the Cyprus DSO requirements is listed in Table 1. These address the issues

of over-/under-voltage and over/under-frequency, the protection of the equipment and the maintenance personnel after a possible loss of supply

and its re-connection, as well as various power quality requirements.

2.5 PV facility: Procurement and cost-benefit analysis

Following the analyses described above, the funding available to the project, and an investigation of available spaces compliant to building regula-

tions, we embarked on the implementation of a PV facility at the rooftops of the building complex which hosts the data center. The configuration and

placement of the PV panels was decided based on simulation results of solar exposure seeking to maximize production. We procured a 41.31 kWp

rooftop PV system consisting of three different subsystems (17.01, 9.18, and 15.12 kWp, respectively). The ENEDI PV system comprises of 153

PV modules (JA Solar Cypress 270W Poly) of 16.51% efficiency, installed at an inclination angle of 17◦ to meet the local technical requirements,

and three 3-phase PV inverters (FRONIUS SYMO), one for each PV subsystem. Inverters are responsible for converting the Direct Current (DC)

power produced by the PV modules to Alternate Current (AC) power consumed by the building load or injected to the grid. The aforementioned

subsystems’ installation is shown in Figure 4.
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TA B L E 1 Electricity regulations for the connection of RES systems to the Cyprus Grid based on international standards.

Protection type Regulation Activation time

1.7 s for RES systems

with Low Voltage Fault

Ride Through

Under-voltage 0.8 × Un

(U<) (i.e., 320 V) 200 ms for RES systems

without Low Voltage Fault

Ride Through

1.10 × Un (i.e., 440 V)

Over-voltage for RES systems<20 kWp 200 ms

(U>) 1.15 × Un (i.e., 460 V)

for RES systems≥ 20 kWp

Under-frequency (f<) 47.0 Hz 200 ms

Over-frequency (f>) 51.5 Hz 200 ms

Protection against loss 6 − 10◦ setup after

of main power supply operating control

(Loss of Mains – LoM): For the active protection of the Grid

Voltage Vector from islanding (active anti islanding 200–1000 ms setup after

Shifting islanding type protection), the Control and operating system

and/or Protection circuit of the RES system control

Active Anti Islanding performs voltage, frequency and

according to standard complex resistance measurements,

DIN VDE 0126-1-1 (6-2006) according to standard

DIN VDE 0126-1-1 (6-2006)

Re-connection time At least 180 s (>3 mins)—The increase of the active power that

after the mains supply will be channeled to the Grid will not exceed the slope of 10%

is restored of the maximum active power for each minute

DC current injection <1% of the nominal phase current <200 ms

Total Harmonic <2% for RES systems connected to the Medium Voltage via

Distortion of output transformer(s)

current (THDi) <2.5% for RES systems connected to the Low Voltage

Reduction of active power When the grid frequency exceeds the limit of 50.2 Hz

produced depending on the (fgrid≥ 50.2 Hz) then the power produced by the system

frequency, keeping the current will be reduced by 4% for each 0.1 Hz increase in

value constant frequency (valid for 50.2 Hz≤ fmains≤ 51.5 Hz)
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F I G U R E 4 Outdoor photovoltaic installation.

A cost-benefit analysis (CBA), which weighs the total system costs against its financial benefits, is important for assessing the economic feasi-

bility of such investments prior to their implementation. The total system cost includes the initial cost, which comprises of the installation cost (in

relation to the system size) and the connection cost, and the annual operational cost, which further includes the operation and maintenance cost,

the insurance cost and other size-dependent and/or size-independent costs. The financial evaluation of the ENEDI PV system is based on the calcu-

lation of three fundamental financial indicators, namely the net present value (NPV), Payback Period (PP) and Levelised Cost of Electricity (LCOE), which

are widely exploited for the assessment of such investments.59 Specifically, the NPV (in €) is the deviation between the present value of cash inflows

and outflows over the investment’s lifetime (t) considering a specific discount rate (d), as seen in Equation 3. In general, a positive NPV depicts a

profitable investment.

NPV(t) =
t∑

n=1

Cash Flow
(1 + d)n

−

(
Initial Cost +

t∑

n=1

Operational cost
(1 + d)n

)
, (3)

where NPV is the Net Present Value indicator, t is the system’s lifetime, n is the reference year, d is the discount rate, Cash Flow is the amount of

money equivalent generated by the system, Initial Cost is the system’s total investment cost, and Operational Cost is the system’s yearly cost of

operation.

The PP (in years) is the period needed to break-even the investment, as seen in Equation (4). Generally, a low PP reveals a more attractive

investment to the investor.

NPV(PP) = 0 ⇒
PP∑

n=1

Cash Flow
(1 + d)n

=

(
Initial Cost +

PP∑

n=1

Operational cost
(1 + d)n

)
, (4)

where NPV is the Net Present Value indicator, PP is the Payback Period indicator, n is the reference year, d is the discount rate, Cash Flow is the

amount of money equivalent generated by the system, Initial Cost is the system’s total investment cost, and Operational Cost is the system’s yearly

cost of operation.

Finally, the LCOE (in €/kWh) is the ratio of the present value of total costs to the total energy produced,59 as seen in Equation (5).

LCOE(t) =
Initial Cost +

∑t
n=1

Operational cost
(1+d)n

∑t
n=1

PV Production
(1+d)n

, (5)
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DIKAIAKOS ET AL. 9 of 31

TA B L E 2 ENEDI PV system’s estimated financial indicators for a 20-year operation.

Financial parameter Estimated value

Net Present Value (NPV) €92,914.76

Payback Period (PP) 4 years

Levelised Cost of Electricity (LCOE) 0.055 €/kWh

where LCOE is the Levelised Cost of Electricity indicator, t is the system’s lifetime, n is the reference year, d is the discount rate, Initial Cost is the

system’s total investment cost, Operational Cost is the system’s yearly cost of operation, and PV Production is the obtained energy yield of the PV

system.

The ENEDI PV system is expected to generate at least 66.52 MWh of “green” electricity during its first year of operation. This results in

€13,171.82 money savings, considering the average price per unit of electricity of the University of Cyprus (UCY), that is, 0.198 €/kWh incl. 19%

VAT, as calculated according to 2019 electricity bills. Accounting the initial installation cost of €52,734.85 incl. 19% VAT (which complies with the

benchmark value for PV installations in Europe60) and assuming a 20-year system operation given the system’s warranties, the analysis results are

summarized in Table 2. It must be noted that the 5.5 c€/kWh ENEDI PV system’s LCOE is very close to values observed for other PV investments

in Cyprus, specifically 5–7 c€/kWh, which are among the lowest in Europe,60 thus confirming the attractiveness of such investments in Cyprus and

mostly, the economic viability of the ENEDI PV system.

3 IOT SENSOR INFRASTRUCTURE

In this Section we describe the sensing infrastructure put in place to collect real-time data regarding the facility’s operational conditions and status.

3.1 PV facility monitoring: Outdoor sensing infrastructure

The PV system comes with embedded sensors, which capture its output and operational conditions in real time (Table 3, left column). Additional IoT

sensors are installed with the PV system to monitor the environmental conditions that affect PV production (Table 3, right column).

We experimented with three alternative configurations for connecting the outdoor PV and environmental sensors of Table 3 to the local network

and extracting their metrics (see Figure 5): (i) a special data logger device (Campbell Scientific - CR1000), equipped with its own HTTP Module;

(ii) a low-cost configuration of bespoke Arduino and Raspberry Pi micro-controllers, and (iii) connection to the PV inverters and extraction of metrics

through their embedded HTTP servers. We decided to use the PV inverters to retrieve the metric streams collected by the PV-embedded sensors,

as this solution provided better reliability without extra cost.

3.2 Data center room monitoring: Indoor IoT sensing infrastructure

To collect data from systems inside the data center, we installed an indoor sensing infrastructure that monitors electricity consumption and relevant

environmental conditions near the data center’s racks. This infrastructure consists of electricity distribution units with integrated smart electricity

meters and appropriate software for data collection, analysis and distribution, as well as dedicated environmental sensors.

A total of 14 Smart Power Distribution Units (SPDUs) were installed at the data center’s server racks. The SPDU is a stand-alone power distribution

device that provides the ability to remotely monitor connected loads in real time, as well as user-defined alerts for possible circuit overloads. The

TA B L E 3 Parameters collected from the outdoor sensing infrastructure.

PV Sensors Environmental sensors

DC & AC power (W) Ambient Temp. above the PV modules (◦C)

DC & AC current (A) Ambient Temp. below the PV modules (◦C)

DC & AC voltage (V) Ambient Humidity in %

Energy produced (kWh) Wind Speed in km/h

Energy injected to the Grid (kWh) Global Solar Irradiation in kWh/m2
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10 of 31 DIKAIAKOS ET AL.

F I G U R E 5 Sensors for outdoor PV monitoring.

F I G U R E 6 Indoor electricity and climate sensors.

SPDU can achieve power consumption control with integrated and flexible monitoring capabilities by continuously measuring and recording power

consumption (1-phase or 3-phase) via a secure Web or Simple Network Management Protocol (SNMP) interface. We selected the Liebert Power

Distribution MPH2—Input measurement, output measurement, output switching (Type R), as shown in Figure 6 (left) and Table 4 . This SPDU has

an input rating of 230 V, 16/32 A, 24 output sockets, size of 56 × 60 × 1736 mm, and it is able to measure the following parameters: Current (A),

Voltage (V), Real Power (W), Apparent Power (VA), Consumption (kWh), Power Factor and Frequency (Hz), with an accuracy of ± 1%. The selected

SPDU offers also the possibility of supporting temperature and/or humidity sensors for relevant measurements at the rack level, at both the cold

air intake point and the hot air discharge point. Therefore, we also installed 14 joint temperature/humidity sensors on our racks. Specifically, two

CLIMATE CM-2 sensors were installed along with the SPDUs for every two server racks, one on the front side (cold zone) and the other on the rear

side (hot zone) of the rack (see Figure 6 (bottom, right)). Finally, to monitor the electricity consumption of the cooling systems, we installed smart

electricity monitors with the data-center’s air conditioning units (see Figure 6 (top, right)).
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DIKAIAKOS ET AL. 11 of 31

TA B L E 4 Liebert power distribution MPH2 SPDU description [source: vertiv.com].

Item Description

1 Vertical rack PDU

2 Connected equipment

3 Case ventilation, both sides (optional)

4 Rack PDU array

5 Sensors—Integrated and modular

6 Serial appliance

7 RPC basic display module (BDM)

8 Monitoring station

9 Network connection (10 MB/100 MB/1 GB)

In summary, the ENEDI Indoor IoT Sensing Infrastructure consists of the following subsystems:

• Subsystem 1: Remote monitoring and recording of the electricity consumption of the data center’s server racks, as well as their environmental

conditions (temperature and humidity).

• Subsystem 2: Remote monitoring and recording of the electricity consumption of the data center’s cooling system (air conditioners).

• Subsystem 3: Remote monitoring and recording the data center’s (indoor) environmental conditions (temperature and humidity).

All measurements recorded by the aforementioned metering devices are collected by ENEDI’s Monitoring System through the local IP network

network (see Figure 8 in the next section).

3.3 Computing cluster virtualization and monitoring

The data-center’s clusters comprise computing and storage servers organized in racks and connected via a high-speed LAN. The installation and

configuration of the physical (bare-metal) servers’ host operating system (Debian-based Linux) and of essential cluster services (DNS, DHCP, LDAP,

etc) are performed automatically through the Metal-a-a-Service (MaaS) toolset.69

We adopt virtualization as the key enabler for offering cloud services according to the Infrastructure-as-a-Service (IaaS) delivery model and

install the Kernel-based Virtual Machine (KVM) hypervisor70 with the Linux OS of our cluster bare-metal servers. KVM is a Type-I (“bare-metal”)

hypervisor built into the Linux kernel that can host virtual machines (VMs) with different “guest” operating systems. Virtualization brings a number

of significant advantages, such as abstraction, server consolidation, performance isolation, and easier resource provisioning.5,71,72 To take advantage

of virtualization and facilitate the management of VMs, we deploy Openstack,73,74 the open-source IaaS middleware management system.

Applications deployed on ENEDI’s infrastructure can be packaged and launched as Docker Containers75 deployed on VMs, as this provides

significant benefits: simplified application deployment, good isolation with low overhead and short booting times.76-78 Docker is deployed inside

Linux VMs, which provide support for the Docker Engine.75

To make the performance and energy consumption of physical servers obtainable, we installed on their host OS the Ipmitool79 and a Netdata

agent.80 Ipmitool is an open-source utility supporting the Intelligent Platform Management Interface (IPMI) open standard,81 which enables remote

server monitoring and control. We use the Ipmitool to retrieve information about the status of physical servers, including system temperatures

and power consumption. Netdata80 is a state-of-the-art, open-source, distributed platform for monitoring systems and applications in real time.

The Netdata agent is a lightweight metrics collector, which can collect thousands of infrastructure metrics from a host OS, without disrupting its

operation or hurting its performance. The agent exposes the performance metrics it collects through the Netdata API.80 ENEDI’s users can package

their applications in ENEDI-ready Docker containers with preinstalled Netdata agents, which offer application-level monitoring. The configuration

of ENEDI’s data center clusters is summarized in Figure 7. More information on the monitoring system is given in Sections 4 and 5.

4 PLATFORM ARCHITECTURE

4.1 Overview

To maximize the environmental and financial benefits derived from a PV installation that provides electricity to an associated “green” data cen-

ter, the data-center’s operations and cloud-service provisioning need to take into account factors that affect both the short- and long-term trends
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12 of 31 DIKAIAKOS ET AL.

F I G U R E 7 ENEDI server virtualization layers.

TA B L E 5 Mapping the ENEDI architecture to the IoT reference architecture modules.84

IoT reference modules Infrastructure layer Platform layer Dashboard

Interoperability ✓ ✓

Persistence ✓ ✓

Analytics ✓ ✓

Context ✓

Resources ✓ ✓ ✓

Events ✓ ✓ ✓

GUI ✓

Security ✓ ✓ ✓

of solar-energy production and the electricity consumption of the data-center’s equipment. To make this possible, we designed and implemented

ENEDI, an integrated modular software platform for managing the various IoT sensors described earlier. ENEDI retrieves sensor data on a con-

tinuous basis, and makes near-real-time and historical information available to data center and cloud-service operators, end-users, and other

subsystems for further analysis and decision support. ENEDI’s architecture aims at separating functionalities across different layers, hiding the

heterogeneity of hardware, software, and communication protocols behind simple abstractions and interfaces.

ENEDI is designed as a three-tier system comprising an IoT Sensor Layer, a Platform Layer and a Dashboard. This architecture is in-line with ref-

erence architectures of edge computing systems82,83 and IoT Middleware.84 In particular, the functionalities encapsulated in ENEDI’s layers cover

the main requirements considered important in the IoT Middleware reference model of Reference 84, summarized in Table 5. The three layers of

the architecture are described in more detail below.

4.2 Sensor layer

The main purpose of this layer is to facilitate the integration and configuration of sensors described in Section 3 in order to achieve the seamless

retrieval of measurements (metrics) representing the status, operation, and environmental conditions of the “green” data-center’s facilities. Sensors

are distinguished into two categories: (A) Physical (hardware) sensors. These are embedded devices, which capture: (i) The solar energy production in

associated PV facilities; (ii) Environmental conditions inside and outside the data center (temperature, humidity, solar radiation, wind speed, etc.);

(iii) The energy consumed by data center facilities: computing servers, server racks, clusters, and server room air-conditioning systems. The physical
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DIKAIAKOS ET AL. 13 of 31

TA B L E 6 Groupings of physical (hardware) sensors.

Monitored Edge Protocol Location of

Infrastructure device used Edge device

PV panels DataLogger or Inverter HTTP or ModBus Rooftops

Data center conditions ClimateMonitor-2 HTTP or SNMP Cluster rooms

Power consumption Smart PDUs HTTP or SNMP Server racks

TA B L E 7 Physical and logical sensors of ENEDI.

Sensor Metric unit Type Frequency

Physical sensors (Location: PV installation)

Pyranometer GPOA Env. 15 s

DC voltage Vdc Perf. 15 s

DC current Idc Perf. 15 s

Ambient temp. & humidity ◦C, % Env 15 s

PV temperature ◦C Env. 15 s

Wind speed km/h Env. 15 s

Physical Sensors (Location: Data center Rooms)

Temperature ◦C Env. 15 s

Humidity ◦C Env. 15 s

Dew point ◦C Env. 15 s

Light % Env. 15 s

Sound Level dB Env. 15 s

Water Sensor % Env. 15 s

Current Amp Perf. ms

Power Factor [0–1] Perf. ms

Logical sensors (Location: Computing servers)

IPMI: temp., fan, volt. ◦C, rpm, V Env. ms

Netdata Various metrics for server Perf. ms

Probes cluster, application resources

Custom Prometheus Various metrics for VM, Perf. ms

collectors Container & Application resources

sensors are grouped according to the facility infrastructure they monitor (PV installation, cluster rooms, etc.). The sensors of each such group are

typically connected to an edge device through wireless (Wi-Fi, Bluetooth) or wire-line connection. This device acts as a gateway, providing connec-

tion to the local network, retrieving sensor metrics using the appropriate protocol (HTTP, SNMP, Modbus), and feeding the collected metrics to the

platform’s monitoring system. Table 6 summarizes the grouping of physical sensors of the ENEDI infrastructure. (B) Logical (software) sensors. These

are implemented as software agents that retrieve metrics from the operating systems of the data-center’s physical or virtual machines, the run-time

environment of applications running on the data-center’s computing resources, or third-party APIs available through the Internet. Logical sensors

collect data about (i) the utilization of data-center servers and networks; (ii) the profiles of workloads accepted for execution which contribute to

the data-center’s power consumption; (iii) operational expenses and income from paying customers; (iv) weather conditions and weather prediction;

(v) pricing information about the electricity purchased from the electricity grid and so forth. Metrics retrieved are fed into the platform’s monitoring

system.

Tables 6 and 7 summarize the physical and logical sensors of ENEDI and Figure 8 presents an abstract diagram of the various components that

comprise the sensor layer of our installation.
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14 of 31 DIKAIAKOS ET AL.

F I G U R E 8 Sensor layer: Physical sensors are represented as white rectangles, logical Sensors as ovals, and edge devices as grey rectangles.

As can be seen from Table 7 and Figure 8 the hardware and software sensors employed have diverse characteristics and speak different proto-

cols. Therefore, the goal of the Sensor Layer is to transform these diverse systems into an abstract sensing infrastructure that is easily configurable,

manageable, and which supports the simple abstraction of feeding sensor data to the ENEDI Platform through common interfaces. Each sensor

that is deployed at the data center facility is paired with a Collector, namely a small program configured to interact with a physical or logical sensor,

retrieve its metrics, and make them available to the ENEDI platform’s monitoring service with appropriate tagging for proper identification, further

dissemination, storage, and analysis. We use containerization78 to implement this layer and each Collector program is configured and deployed to

run inside its own Docker container75 (see Figure 8).

4.3 ENEDI platform layer

This layer comprises services for the management of the data center and its cloud operations. It is responsible for the retrieval of data from the Sen-

sor Layer and from third-party services, and the integration, storage, and provision thereof to operational subsystems and top-layer modules. For the

design and implementation of the ENEDI platform, we adopted the microservices architectural paradigm, which has become quite popular for the

development of cloud-native applications54,55,85 and cloud infrastructure services.86,87 According to this paradigm, applications are decomposed into

small functional units, each with a discrete business capability, and are delivered as services which run as independent processes and communicate

with each other and the outside world through well-defined, platform-agnostic APIs and lightweight communication protocols like HTTP.

Microservices is certainly not a new approach as it drives ideas from Service-Oriented Architectures.88 However, if placed in the context of

lightweight virtualization technologies86 and the need to integrate application development with application deployment and management through

modern DevOps techniques,55,89,90 it offers many advantages including:

• The capability to easily integrate and reuse service components developed in different programming languages and running on different run-time

environments.86
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DIKAIAKOS ET AL. 15 of 31

F I G U R E 9 ENEDI layers: Platform (middle) and Dashboard (upper).

• Improved efficiency and agility since containerized microservices run without the overhead of a guest OS, have shorter start-up times, are less

memory-demanding and easier to migrate.86

• Enhanced management efficiency as microservices can be independently deployed, monitored, upgraded, and scaled, enabling the uptake of

continuous integration and delivery (CI/CD) and automated performance and failure management techniques.55,88,89

• Easier evolution as new functionality modules can be deployed without having to undertake changes in running microservices.

• The capability to select and use alternative software components, such as monitoring library, database, or messaging middleware, according to

the preferences of each installation.

• Easier alignment between business goals and IT operations can be developed and managed independently by specialized teams of DevOps

engineers and business analysts.

Infrastructure microservices provide implementation and support for service discovery and orchestration, messaging and notifications, and per-

sistent storage for configuration files, logs, and streams. Higher-level microservices support functionalities, which are currently offered through

the ENEDI Dashboard, namely User Authentication, Data center Monitoring, Analytics and Visualization, Configuration Management and DevOps, or are

planned for a future release (Decision Support, Workload Management). Last, but not least, the ENEDI platform comprises an API Gateway, which

makes its services accessible through RESTful APIs. A high-level overview of the ENEDI platform’s architecture is shown in Figure 9. More details

on the implementation of the ENEDI platform are given in Section 5.

4.4 Conceptual data model

The dashboard and the monitoring system share a common conceptual data model, which defines the logical organization and the naming conven-

tions of the metric streams retrieved from the Sensor Layer. This model reflects the architecture of the data center and the hierarchical grouping

of its IT, power-production, and cooling equipment. The naming defined by the model is used to annotate collected metric streams produced by the

sensors, retrieved from and disseminated by the monitoring system.

In practice, the model is “populated” with properly organized and annotated data retrieved by the Dashboard application through REST calls

to the ENEDI platform’s API server and respective queries to its monitoring system. Retrieved data represent the configuration of the infrastruc-

ture (clusters, PV components, connected sensors) and the streams of readings from sensors, properly grouped according to the data center’s

architecture. The adoption of this conceptual data model by geo-distributed data centers induced in the ENEDI platform, enables the use of the

ENEDI Dashboard as a shared data platform that integrates monitoring and configuration data retrieved from collaborating data centers.
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16 of 31 DIKAIAKOS ET AL.

F I G U R E 10 Examples of ENEDI dashboard of business analyst (left) & system administrator (right).

4.5 Dashboard layer

At the upper layer of the ENEDI architecture lies a modular Web-based Dashboard, which provides the following functionalities: (i) user authen-

tication and management, (ii) data center monitoring Graphical User Interface (GUI), (iii) data visualization and analytics, and (vi) configuration of

sensors, resources and services of the platform. The dashboard’s GUI comprises a number of widgets, which can be configured and adapted by its

user. The organization of the GUI reflects the logical structure of a data center or a federation of data centers, with each data center comprising

one or more clusters, cooling equipment, and a solar energy production facility, each cluster comprising one or more racks, each rack comprising a

number of servers, and so on. The dashboard provides preset configurations that are customized to the needs and privileges of three groups of data

center stakeholders: (i) Data center Business Analysts/Owners: these are users who need to have access to consolidated information regarding the

overall use of data center IT resources, power consumption, cost of electricity, solar energy production, energy self-consumption ratio, PUE, CO2

emissions, total operational expenses of the data center and the evolution thereof with time, Return-on-Investment of renewable energy, environ-

mental impact of using renewable energy and so forth (see Figure 10, left). System Administrators: these users need access to more detailed, technical

information about the status of the facility (temperature, humidity, power consumption, CO2 emissions) and its computing and networking resources

(servers, server-racks), the cloud services in operation, workloads deployed on the cloud infrastructure and their energy profiles and so forth. (see

Figure 10, right) End Users: these are users of the data center’s cloud services who need to have access to information about the computing resources

consumed, money spent (where applicable) and the environmental and energy profile of their workloads.

The dashboard is structured as a set of modular front-end components, in order to facilitate integration with third-party libraries and APIs.

Each integration and User Interface (UI) element can be incorporated as an individual extensible component. The dashboard are delivered as a Web

Single Page Application (SPA)91 developed with the Angular92 framework and deployed on a dockerized Nginx Web server.93 The dashboard uses the

ENEDI platform’s notification service (Websockets) to dynamically update its visualizations when dataset updates are detected on the back-end.

The dashboard offers also a suite of Web-based forms that facilitate the configuration of the ENEDI platform, sensors, and visualization

widgets. These forms allow a user to input the necessary configuration information into the system to specify alternative dashboard visualiza-

tions and register new components, namely data centers, clusters, computing servers, edge devices, sensors or renewable-energy sources. The

dashboard translates the configuration information inserted into appropriate configuration instructions expressed as Docker commands, which

can be launched to the ENEDI platform’s environment in order to produce the required configuration actions. Figure 11 presents representative

screenshots from the dashboards configuration capabilities, specifically when an operator seeks to induce a new data center on the ENEDI platform.

5 IMPLEMENTATION AND DEPLOYMENT ASPECTS

In this section, we provide more details on the implementation of ENEDI’s platform.

5.1 Infrastructure services

A number of libraries are incorporated in the ENEDI Platform to provide services required to deploy and/or implement core functionalities, such as

service discovery, configuration, messaging and persistent storage (see Figure 9).

As mentioned earlier, each ENEDI microservice runs inside a separate Docker container,75 which is deployed on a virtual machine

of the data-center’s Openstack73,74 virtualization platform. To facilitate the orchestration and management of these containers, we employ

 15320634, 2023, 10, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/cpe.7658 by U

niversity O
f C

yprus, W
iley O

nline L
ibrary on [13/09/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



DIKAIAKOS ET AL. 17 of 31

F I G U R E 11 ENEDI Dashboard configuration functionality: adding a new data center to the system.

the Kubernetes orchestration platform76,94 and deploy it on an Openstack VM. We manage Kubernetes using Rancher,95 a tool offering

GUI-based access to Kubernetes functionality for virtual cluster configuration, deployment and management of Pods where ENEDI’s Docker

containers run.

ENEDI microservices need to be configured properly so they can locate each other and communicate seamlessly among them. Moreover, new

sensing, energy and computing resources should be integrated to the platform without having the IT operator to manually stop and reconfigure run-

ning services. To this end, we employ a Discovery and Configuration system based on Hashicorp Consul,96 which supports the dynamic registration,

configuration and discovery of ENEDI microservices. When a new microservice is launched inside its container, it registers with Consul and receives

configuration information. Consul acts as a service registry, enabling microservices to seek and discover their counterparts before engaging in infor-

mation exchanges, and performing health checks of registered services. If there is a configuration change at run-time, the Consul registry is updated

and notifies appropriate microservices dynamically.

Changes in the status of the data-center’s resources have to be propagated to the ENEDI Dashboard in order to update accordingly its UI.

Propagation of changes is undertaken by the Notification Service, which uses WebSockets97,98 to connect with an open socket of the Dashboard and

push changes there in near real-time. The Notification Service comprises also a Message Queue implemented on top of Apache Kafka,99 on which

platform components (producers) can push messages on a specific topic so that other components (consumers) receive, process, and store the mes-

sages. Finally, the ENEDI Platform comprises services for the persistent storage of configuration files and logs on a Postgres relational database,99

of raw metrics coming from the Monitoring System.
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18 of 31 DIKAIAKOS ET AL.

5.2 Monitoring system

The Monitoring System is one of the key components of the ENEDI Architecture. The goal of the monitoring system is to provide for the continuous

retrieval, integration, dissemination, and filtering of metric streams produced from physical and logical sensors.100-102 Several monitoring systems

are available for use in cluster and cloud computing environments, both open-source and proprietary, which offers the following core functional-

ities:100,103,104 (i) Configuration: this deals with setting up the monitoring infrastructure and connecting together its components (sensors, probes,

agents) that produce, collect, and disseminate the metric streams sought. (ii) Collection: this addresses the actual retrieval of sensor data, in line with

the properties of sensors as defined during the configuration process, namely the access method (push vs. pull), the structure and naming of metrics

(key-value pairs or groups of metrics), the sampling period and so forth. (iii) Dissemination: this refers to the transfer of sensor data from the edge of

the system (e.g., data-center servers, data centers and PV Collectors as shown in Figure 8) to a central Monitoring Service. This is often done using

REST API calls in combination with a Message Queue that follows the pub/sub protocol (Probes/Collectors are publishers and the Monitoring Ser-

vice is the subscriber). (iv) Storage: the Monitoring Service stores the collected sensor data as metrics streams in a time-series database for historical

and analysis purposes.

The monitoring system of ENEDI is deployed and managed as a containerized microservice, which is part of the ENEDI Platform (see

Figure 9). We develop ENEDI’s monitoring system on top of Prometheus,103 an open-source, industry-leading toolkit. Prometheus provides a

multi-dimensional data model for time-series of key/value pairs identified by metric name, a flexible query language to leverage this dimensional-

ity, no reliance on a particular distributed storage solution (a Prometheus server can store retrieved metric streams), and autonomous single server

monitoring nodes. Prometheus provides also libraries for developing instrumentation probes in many popular programming languages (Python, Go,

Java, Ruby, C, C++, etc.). This facilitates the development and integration of Prometheus-compatible instrumentation probes with different sensor

devices (these are referred to as ENEDI Collectors in Section 4.2). Netdata80 supports integration with Prometheus thereby enabling the seamless

retrieval of sensor data collected by Netdata agents that run on various edge devices, without further programming effort. The monitoring data

produced by Prometheus’ instrumentation probes are pulled by Prometheus servers using a pull model over HTTP, although a push model is also

supported through intermediary gateways. The discovery of instrumentation probes is done via service discovery. In the ENEDI implementation,

Collectors register their presence with Consul,96 at configuration time, and the Prometheus server identifies their presence by querying Consul.

Table 8 presents the metric streams collected by Prometheus in ENEDI’s monitoring system.

Finally, Prometheus supports the hierarchical federation of Prometheus servers in a tree-like topology where higher-level Prometheus servers

collect aggregated time-series data from a larger number of subordinate servers. This feature allows Prometheus to easily scale to environments

with multiple geo-distributed data centers, which share a common conceptual data model, and thousands of sensors. In particular, the hierarchical

federation mode of Prometheus acts as a convenient representation of geographically distributed ENEDI enabled data centers. Each participating

data center has its local subordinate Prometheus instance that collects all related metrics produced by the agents and sensors deployed on site.

Then, the central Prometheus, through the federation mode, scraps monitoring data upon configurable time intervals, thus making all monitoring

data from all sites centrally available to the ENEDI Platform. This approach offers also the benefit of on-the-fly registration and de-registration

of ENEDI data centers dynamically without prior knowledge of the number or location of participating data centers. In addition, each data center

site’s Prometheus prefixes its metrics with a prefix unique to the specific geo-located data center thus making it easy to query metrics from specific

locations

5.3 API gateway

The API Gateway is an important component of a microservices-based system like ENEDI. The purpose of the Gateway is to shield “back-end”

microservices from the outside world and provide access to their capabilities through a carefully designed RESTful API.105 Consequently, the struc-

ture and the interfaces of back-end microservices can remain hidden from the outside world, making the system more secure and robust. Moreover,

the interactions that front-end components and external services can have with the system are restricted to the methods offered by the Gateway

and implemented inside the API Gateway component as a set of interactions with the methods of back-end microservices. These endpoints are

known only to the API Gateway through the ENEDI Platform’s Service Registry component implemented with Consul, where each microservice

registers its presence upon launch.

The ENEDI API is organized in four groups, described below:

• Infrastructure API, which provides access to services at the infrastructure level (data center facilities, racks, servers, virtual machines, containers,

infrastructure services).

• Monitoring API, which gives access to the Monitoring System and its query capabilities, and allows the Dashboard to retrieve data for its

visualization components.
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TA B L E 8 Metrics collected/calculated by ENEDI’s monitoring system.

Metric name Unit Collection frequency Type Description

DC/Rack/Srv/Cont % 15 s Comp. Total CPU

CPU utilization utilization

DC/Rack/Srv/Cont % 15 s Comp. Total RAM

memory utilization utilization

DC/Rack/Srv/Cont Kb/s 15 s Comp. Total Kb/s r/w on

disk I/O utilization server disks

DC/Rack/Srv network Kb/s 15 s Comp. Total Kb/s of net.

utilization traffic to/from DC servers

Cost of kWh € 15 s Cost Cost of kWh based on time period

Total energy € 15 s Cost kWh ×Cost of kWh at

cost of DC/Rack/Srv/Cont specific period

Total energy cost € 15 m Cost Total cost saved due to solar

savings of DC energy utilization

A/C power W 15 s Energy Power of D/C

consumption cooling units

Total A/C energy kWh 15 s Energy Total energy consumption of

consumption D/C cooling units

Computing power W 15 s Energy Power of DC/Rack/Srv/Cont

consumption computing equipment

Total computing energy kWh 15 s Energy Total energy consumption of

consumption DC/Rack/Srv/Cont computing equipment

Total DC Power W 15 s Energy Total DC power consumption of

consumption IT & cooling equipment

Total DC energy kWh 15 s Energy Total energy consumption of

consumption of DC (computing, A/C, etc.)

Total - 15 s Energy Total DC energy consumption /

PUE total IT energy consumption

Total power kW 15 m Energy Power in kW produced

produced by PV by PV facility

Total energy kWh 15 m Energy Total energy consumption of

produced by PV of DC (computing, A/C, etc.)

Total CO2 emission g 15 m Env. The equivalent of grams of

equivalent CO2 emitted by the DC/Rack/Srv/Cont

based on the following equation: kW/h*0.8
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20 of 31 DIKAIAKOS ET AL.

• Notification API, which gives access to system notifications and supports Websockets and 3-rd party service integration (e.g., Slack, e-mail, etc.)

• Policy API, which is responsible for the retrieval and manipulation of the Policies that the Decision Support System will utilize via the Policy Editor.

For the design and documentation of the API we used Swagger, following the OpenAPI Specification.106 We did two alternative implementations

of the API Gateway: one was based on Java Spring Boot framework107 and the other on Javascript-based Node.js.108

5.4 Platform deployment

To streamline the integration of a data center on the ENEDI platform, we developed the ENEDI agent, a pre-configured containerized application,

which can be deployed and executed on a virtual machine of a data center to install and bootstrap the ENEDI services. The ENEDI agent runs in two

modes:

• In the data center master mode, it is installed on a “master VM” and configures on it the containers wherein ENEDI infrastructure services are

launched, namely: the Consul server for the Service Registration & Discovery Service; Prometheus as the Monitoring Service of choice; the

database server for the persistent storage of configuration and log data; and the Netdata agent, which monitors the VM. These services are

registered on the local Consul and on a global Consul in the case of data center federation.

• In the data center server mode, the agent integrates the servers of the data center’s clusters by installing upon them Consul agents and monitoring

probes, and registering those on the data center’s Consul server.

The deployment and execution of the ENEDI agent is managed through the Configuration Widget of the Dashboard, which provides forms with

parameterized configuration templates and produces Docker instructions that can install and launch the necessary services.

6 TESTING AND EARLY EXPERIENCES

Following the implementation of the ENEDI system and the deployment of the PV facility and the platform at a University of Cyprus (UCY) data

center, we conducted an analysis of collected metrics to assess the environmental and financial impact of the solar-energy adoption, and performed

various benchmarks to experiment with and demonstrate the system’s functionality, configurability, and performance. In this section we summarize

some of these observations and tests.

6.1 Energy savings and environmental impact

Using the data collected by the ENEDI platform from its IoT sensor infrastructure during the first year of operation, we assess the impact of

improving the energy efficiency of the data center and adopting solar energy to power its operation.

Aggregate data about environmental conditions inside the data center are shown in Tables 9 and 10. Specifically, Table 9 displays the monitored

environmental data (mean values) for four selected server racks during the system’s first year of operation, while Table 10 depicts the monitored

environmental data (mean values) for the data center rooms during the same period.

These observations comply with the American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) standard regarding

recommended guidelines for monitoring the environmental conditions in data centers and/or server rooms, targeting efficiency optimization.56 In

TA B L E 9 Environmental data monitored by the Indoor IoT Sensing Infrastructure for the for four selected server racks of the data center
rooms during 24/09/2019 – 23/09/2020 (mean values).

Level Point Front temperature (◦C) Rear temperature (◦C) Front relative humidity (%) Rear relative humidity (%)

Room 1 Rack 2 20.5 24.4 45.1 34.5

Room 1 Rack 6 20.7 25.1 50.7 33.1

Room 2 Rack 2 20.1 25.4 51.5 36.3

Room 2 Rack 6 24.3 26.3 37.5 31.3
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TA B L E 10 Environmental data monitored by the Indoor IoT Sensing Infrastructure for the data center rooms during
24/09/2019–23/09/2020 (mean values).

Point Temperature (◦C) Relative humidity (%)

Room 1 21 48

Room 2 25 37

TA B L E 11 Expected ENEDI PV system contribution during its first year of operation.

Month

Average daily PV

production (kWh)

Expected monthly PV

production (kWh)

Monetary

savings (€)

CO2 emission

avoidance (kgCO2e)

Jan 114,89 3,561.59 705.19 2,619

Feb 144,12 4,035.36 799.00 2,967

Mar 180,60 5,598.60 1,108.52 4,116

Apr 204,21 6,126.30 1,213.01 4,504

May 213,73 6,625.63 1,311.87 4,871

Jun 238,39 7,151.70 1,416.04 5,258

Jul 238,77 7,401.87 1,465.57 5,442

Aug 227,61 7,055.91 1,397.07 5,188

Sep 200,16 6,004.80 1,188.95 4,415

Oct 166,75 5,169.25 1,023.51 3,800

Nov 141,13 4,233.90 838.31 3,113

Dec 114,82 3.559.42 704.77 2,617

Total 66,524.33 13,171.82 48,909

case that any of the observed parameters exceed the ASHRAE recommendations, relevant notifications are immediately presented as alerts on the

ENEDI dashboard for appropriate actions by the data center operator. The recommendations include:

• Room temperature: 18–27 ◦C

• Room relative humidity:<60%

• PC array temperature: 18–27 ◦C

The ENEDI PV system is expected to generate at least 66.52 MWh during its first year of operation, with an estimated Performance Ratio (PR)

of 79.26% (considered as “very good”). As it can be seen in Table 11, the highest PV production is expected to occur during the summer season,

which coincides with the period of greatest energy consumption of the data center (due to its cooling needs). Moreover, the ENEDI PV system’s

operation will result to the reduction of Greenhouse Gas (GHG) emissions to the environment equivalent to 48,909 kgCO2e, considering a grid

factor of 0.73521 kgCO2 e/kWh for Cyprus as published by the Electricity Authority of Cyprus (EAC) each year and drawn by the UCY’s 2019

electricity bills. During its 20-year operation, the ENEDI PV system is expected to generate more than 1200 MWh of “green” electricity, thus reducing

significantly the University’s carbon footprint. The PV system’s contribution for the first year of operation, as simulated with the open-source PVGIS

platform of the European Commission109 is demonstrated in Table 11.

Table 12 provides a comparison between the expected monthly production of the ENEDI PV system (as obtained from the simulations) and the

actual production monitored by the dedicated metering infrastructure since the system’s commissioning in November 2020. As it can be seen, there

is a slight difference between the two values for all months under study. In case of reduced actual values when compared to the expected ones,

this difference can be considered as an effect of increased ambient temperature in relevant months, affecting PV module operation. Generally, any

difference can be considered as an effect of the deviation of the PVGIS platform’s data from the actual environmental conditions and PV system

equipment characteristics. In any case, despite any major or minor difference observed for each distinct month, the total energy production during

the 12-month period is nearly identical, that is, only about 778 kWh of difference, a value that can be considered acceptable (€158 equivalent) since

it does not impact the conducted cost-benefit analysis significantly.
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22 of 31 DIKAIAKOS ET AL.

TA B L E 12 Comparison between the expected and the actual ENEDI PV system production since its commissioning in November 2020 (for
the first year of operation).

Month

Expected PV

production (MWh)

Actual PV

production (MWh)

Nov 4.23 3.19

Dec 3.56 3.20

Jan 3.56 3.35

Feb 4.04 4.46

Mar 5.60 5.72

Apr 6.13 6.41

May 6.63 7.43

Jun 7.15 6.94

Jul 7.40 7.16

Aug 7.06 6.71

Sep 6.00 5.95

Oct 5.17 5.22

Total 66.5 65.7

TA B L E 13 Data center’s energy consumption (as monitored by the dedicated metering infrastructure) breakdown and associated financial

cost and environmental impact during 24/09/2019–23/09/2020.

Level Point Consumption (kWh) Cost (€) CO2 emissions (kgCO2e)

Room 1 Total server load 26,958.9 5,337.86 19,820

Cooling load 53,923 10,676.75 39,645

Total energy 80,881.9 16,014.62 59,465

Room 2 Total server load 83,166.8 16,467.03 61,145

Cooling load 67,050 13,275.90 49,296

Total energy 150,216.8 29,742.93 110,441

Data center Total server load 110,125.7 21,804.89 80,966

Cooling load 120,973 23,952.65 88,941

Total energy 231,098.7 45,757.54 169,906

Table 13 displays a breakdown of the data center’s actual energy consumption (as monitored by the dedicated metering infrastructure), as well

as the associated financial cost and environmental impact, during ENEDI’s first year of operation at UCY. It can be seen that the server and cooling

loads have nearly even shares of the total energy consumption.

As the data center’s energy consumption is covered by the local utility, as well as the University’s diesel generators in case of power outage,

both financial and environmental savings are achieved by consuming energy produced by the PV system, instead of being purchased by the utility

as a result of the operation of environmentally polluting thermal power plants.

Energy savings are both direct and indirect. Immediate energy savings result from the operation of the PV system. Reducing operating costs for

energy implies the release of resources by the University for further development use. Also, the reduction of CO2 emissions means the reduction

of air pollution and the reduction of the UCY’s environmental footprint. Indirect energy savings come from the operation of the information system

in which the data from the metering devices are recorded, so that they can be used for interventions at the operational level as well as logistics and

building infrastructure, aiming at energy savings and further reduction of the UCY’s energy footprint. Moreover, the ENEDI PV system’s operation

increases the contribution rate regarding the UCY’s production of energy from RES, its self-consumption and its self-sufficiency.

Figure 12 (left) illustrates the expected contribution of the ENEDI PV system over the total data center energy consumption during its first year

of operation. It can be seen that about 30% of the total energy demand will be covered by the implemented PV system, thus resulting in a significant
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DIKAIAKOS ET AL. 23 of 31

F I G U R E 12 Expected contribution of the ENEDI PV system over the total data center’s energy consumption during its first year of operation
(left) and expected reduction in the data center’s electricity cost and CO2 emissions due to the contribution of the ENEDI PV system during its first

year of operation (right).

F I G U R E 13 The performance of the ENEDI PV system in terms of PV production and CO2 emissions avoidance since its commissioning in
November 2020 for Year 1 (left) and Year 2 (right).

reduction in the data-center’s electricity cost for that period and its environmental footprint, as indicated in Figure 12 (right). The coverage of the

data center’s total energy demand by 30% can be considered as a significant value and an important step towards a “green” data center, however

even higher shares should be aimed. For example, a share of at least 50% could be considered as adequate in order for a data center to be regarded as

“green,” as at least half of its total energy consumption would be covered by clean electricity. Generally, the use of quantified metrics and predefined

limits is of utmost importance, especially in the absence of a clear relevant framework for the classification of data centers with regards to their

energy use requirements. To this extent, in order to reach the aforementioned 50% threshold (served as an example) of the data center’s total energy

use covered by clean electricity generated on-site, a 72 kWp PV system is required, instead of the implemented 41.31 kWp one. As a result, this

requires the addition of approximately 31 kWp to the existing facility, thus nearly doubling the system’s capacity and in turn, increasing significantly

the area required for installation. Unfortunately, any increase in the ENEDI PV system’s capacity is impossible, as all the available unshaded and free

from obstacles (such as compressors, antennas, etc.) space on the different roofs of the data center building has already been exploited. Specifically,

since the initial stages of implementation and mainly during the sizing of the PV system, the aim was to utilize all the available roof area for maximum

PV system capacity and thus, maximum clean electricity generation, in an effort to minimize in turn the data canter’s carbon footprint. An option

would be the installation of a PV subsystem in a nearby building or any other available site within the organization, providing its output directly to the

University and not to the data center itself. Moreover, for a 75% coverage, a 107 kWp PV system is necessary, while for a total energy use coverage

by clean electricity, a 143 kWp PV system in needed, that is, about 3.5 times higher than the size of the implemented ENEDI PV system. It has to be

noted though, that any energy efficiency and/or energy conservation measures must be taken prior to the implementation of a power generating

facility, in order to avoid any unnecessary investments in power capacity, a process which was followed for the case of this work, as already explicitly

explained.

The dataset obtained during the last two years of system operation, that is, since its commissioning in November 2020, demonstrates the per-

formance of the ENEDI PV system in terms of PV production and CO2 emissions avoidance. Figure 13 (left) illustrates the monthly PV production

and the corresponding CO2 emissions avoidance for the first year of operation, while Figure 13 (right) depicts the respective values for the second
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F I G U R E 14 Comparison of the financial benefit of the ENEDI PV system since its commissioning in November 2020 (two years of operation).

year of operation, considering the grid factor for the relevant years (as published by the EAC) and drawn by the corresponding UCY’s electricity bills.

It must be noted that with the steadily increasing penetration of RES in Cyprus’ energy mix per year basis, the grid factor faces a respective (slight)

reduction. The results show that more than 180 MWh of clean electricity have been produced (65.75 MWh in Year 1 and 65.05 MWh in Year 2), thus

resulting in saving approximately 90.7 tnCO2e (45.99 in Year 1 and 44.70 in Year 2).

In addition, the monetary savings derived by the system’s operation since its commissioning are rendered in Figure 14, considering the average

price per unit of electricity of the UCY as calculated according to the 2020–2022 electricity bills. It can be clearly seen that the benefit of producing

on-site clean electricity from RES is enhanced even more considering the vast increase in electricity prices, which have nearly doubled when com-

paring (for example) the values of 2022 to the ones of 2020. Notably, the results show that the ENEDI PV system has saved more than 41k € since

its commissioning in November 2020, categorized at 15,774€ in Year 1 and 25,468€ in Year 2.

Furthermore, equipping clean power generating facilities (such as the ENEDI PV system) with Energy Storage assets, specifically Battery Energy

Storage Systems (BESS), can enhance even further the data center’s energy sustainability. As PV systems produce clean energy during daylight, a data

center’s overnight energy demand is covered by the utility, essentially by conventional power generating units, which are in any case environmentally

unfriendly. The integration of a BESS with the on-site PV system enables the opportunity to store any excess PV production occurred during daytime

and to provide it to the data center not only during the night, but also during peak-tariff periods, thus not only reducing the cost of operation for the

data center’s owner, but also stabilizing the grid’s operation, through the reduction of the site’s grid interaction. In general, the integration of Energy

Storage assets and BESS can enhance the data center’s energy flexibility, with all the relevant benefits for both the owner and the grid operator.

In any case though, the proper sizing of the hybrid PV-BESS system is of utmost importance as it affects significantly the financial viability of the

project, especially due to the still high (but continuously falling) cost of BESS.

As the ENEDI PV system is already grid-connected, any unavailability of solar power is currently addressed by energy purchased from the grid

at the retail electricity price the UCY is charged at. Similarly, any excess of generation is injected to the grid and credited to UCY for later use, due to

the relevant compensation mechanism (supporting scheme for PV systems) that UCY is already benefiting from. In this way, the grid itself is utilized

by the UCY as a virtual energy storage asset for the ENEDI PV system. A possible further improvement of the ENEDI PV system is, of course, the

use of an actual Energy Storage asset and more specifically, in the form of a BESS (as described above), thus converting the ENEDI PV system to

a hybrid PV-BESS asset, increasing in turn even further the self-consumption and self-sufficiency of the system and reducing its grid interaction.

Thoughts are currently being made to this extent, which (if implemented) will also increase the system’s energy flexibility and enable the availability

of Demand Response actions. However, the current size of the PV system must be also considered, as PV production is presently inadequate to

cover the high energy consumption of the data center to a greater extent (as the aforementioned results have showed) so that energy surplus can

occur and thus, be available for storage.

6.2 Benchmarking experiments

To demonstrate the functionality of the ENEDI platform, we ran a number of tests on a selected server of our data center, which has 16-cores and

64 GB of main memory. We kept the server idle for 60 min. During that period, ENEDI’s monitoring system reports near-zero CPU utilization, 40%

utilization of the RAM (attributed to Openstack services running on the background), an energy consumption of 0.5 kWh with a cost of €0.11, and

the production of 140g of CO2 (1 kWh corresponds to 0.73521 kg of CO2, according to the DSO). Subsequently, we ran a CPU stress test, which aims

at utilizing all CPU cores in full for 10min, and a RAM stress test, which aims at utilizing fully the main memory of the server by running a program
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F I G U R E 15 Visualization of monitoring results from CPU (left) and Main Memory stress tests (right). Screenshots are taken from a

general-purpose visualization engine integrated to ENEDI.

F I G U R E 16 ENEDI Dashboard Screenshots: Comparing data about PUE, power consumption, CO2 emissions, power production, percentage
of energy self-sufficiency, energy cost and energy savings of two geo-distributed data centers.

that does continuous allocations and de-allocations of 32GB of memory on a single core. The ENEDI monitoring system captures changes in the

server-resource’s utilization and the data-center’s energy consumption, and these changes are depicted in the dashboard as they occur, along with

corresponding information about the resulting energy cost and corresponding CO2 emissions (see Figure 15).

Using Prometheus’ support for hierarchical federation of Prometheus servers, we can easily arrange the collection and integration of monitor-

ing data retrieved from geo-distributed ENEDI-compliant data centers, and its visualization and analysis on the same dashboard. To explore this

capability, we provided the ENEDI agent to our partners who manage a data center at the University of Crete (UOC), Greece. This data center

was configured to provide a basic set of requirements, namely servers running CoreOS Linux, Openstack, and Docker; local installation of Kuber-

netes; collocated PV park for solar energy production, and indoor and outdoor sensors. The installation and configuration of the ENEDI platform

on UOC’s data center was straightforward. Also, the federation of the two monitoring systems was easily performed via the ENEDI agent (see

Section 5.4). Then, using the ENEDI dashboard’s configuration capabilities, we easily configured widgets depicting data collected from both data

centers and performed comparisons of relative energy costs, “green” energy use, percentage of power used that came from self-production and so

forth. In Figure 16, we present screenshots from the dashboard that capture a 4-day-long benchmarking test executed simultaneously on the two

data centers. In this experiment we used a synthetic load stressing 14 and 5 servers of UCY and UOC, respectively, with three 2-hour-long workloads

corresponding to 40%, 60% and 80% CPU utilization, respectively.

7 ENERGY-EFFICIENT DATA CENTERS: STATUS AND TRENDS

There is a vast research literature focusing on issues pertinent to the design, implementation, and operation of energy-efficient data centers.

Recently, these issues are attracting renewed interest because of the push towards a “zero carbon” economy triggered by the perils of climate

change.12,22,30,37,57 The positive impact that renewable energy sources (RES) can bring to data center carbon emissions16 and to the total cost of data

center ownership110 has motivated researchers to make “green” energy consumption a first-level concern in the design, placement and management

of data centers.43 This trend is further reinforced by the impressive reduction in the cost of implementing RES such as PV arrays.58-60 Consequently,

many research studies sought to analyze and understand the energy profile of data center systems15,36,42,52,57,64,110,111 and applications,19,25,27,33,112

their impact on the environment10,113-115 and on the cost of owning and operating a data center.7,61,116 Also, many industrial initiatives35,37 are
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focusing on the implementation of, and experimentation with “green” data centers, which generate their own renewable energy or draw it directly

from existing nearby plants. These efforts have given remarkable results, with hyper-scale data centers constructed and operated by large opera-

tors like Google, Amazon and Microsoft18-21 expanding aggressively their share of “green” energy use117 and attaining near-optimal Power Usage

Effectiveness (PUE) values below 1.1–1.2.1

Numerous other research works are exploring alternative approaches to develop energy-efficient systems across all the layers of the

hardware-software-application/service stack—from processors, servers, and energy management systems to applications and service pricing

policies—using modeling, simulation, experiments or observation. In particular, research and industrial efforts in computer architecture are focusing

on the design of energy-efficient processors, accelerators, and servers,13 which can reduce their power consumption by switching-off completely

during periods of inactivity or by switching between high and low-power states in response to fluctuating workloads,7,64,116,118-120 provisioned power

constraints (“power caps”),121,122 or intermittent availability of “green” energy.123

In the area of data center middleware, many studies focus on the energy-efficient management of a data center’s workload using various algo-

rithms from machine learning,19,124,125 self-adaptive scheduling and optimization,126 to resource allocation, task placement and scheduling.44,64,127

Many recent works address this problem in the context of cloud services, which are based on virtual machines or containers,47,66,85 and modern

application paradigms, such as microservices,85,126,128 data-intensive applications,33,52,129 and interactive web applications.51

Looking beyond the isolated data center, many researchers pursue “geographical load balancing,” namely the synergistic allocation of tasks

across cooperating geo-distributed data centers. Geographical load balancing tries to exploit spatio-temporal differences in environmental con-

ditions, in power-grid and on-site electricity prices, and in excess computing capacity of remote data centers in order to achieve overall better

reliability, increased availability, and lower end-user latency with lower cost and reduced carbon footprint.130-133 These efforts often pursue the

concept of “follow-the-sun” (for solar-powered facilities) or “follow-the-renewables” (for wind and/or solar) computation, wherein computing work-

loads migrate dynamically towards sites that have larger availability of renewable energy.46,47,66,129,134-136 For example, Akoush et al. introduced a

software framework that supports the migration of virtual machines between data centers according to “green” power availability,47 whereas Qi

et al. proposed scheduling algorithms for optimal VM migration.66 Zhang et al, introduced the “GreenWare” middleware, which takes into account

both the availability of renewable energy of a network of cooperating data centers and the desired cost of the Internet service operator to decide

dynamically where to dispatch incoming tasks so as to maximize the total use of “green” energy.134 In similar vein, Liu et al., proposed distributed

algorithms for optimal geographical load balancing leading to a reduction in the use of energy from fossil fuel sources.46 Yang and Chien, in,137 pro-

posed the “Zero-carbon Cloud” (ZCCloud) approach that is tailored to the intermittent characteristics of RES (wind, solar), which often produce

“stranded” energy, namely energy going wasted during times of low computational demand. ZCCloud takes advantage of stranded “green” energy

to sustain the computation of particular job types, which run on intermittent power without hurting their service-level objectives (“capability” and

“on-time” jobs). Further analysis of the economic viability of ZCCloud showed that the method can bring substantial benefits to the total cost of own-

ership of cooperating data centers, as well as advantages for the environment and the power-grid.31 Gupta et al. studied geographical load balancing

in the context of Internet-scale Content Delivery Networks (CDN).138 More specifically, they explored how to meet the zero-carbon emissions goal

for a global network with hundreds of CDN data centers by using the minimum possible number of collocated PV panels. The authors formulate

this as a Linear Programming optimization problem and propose heuristic algorithms to manage the dynamic migration of loads towards CDN data

centers with higher levels of solar energy.

Other works focus on the design, implementation, and operation of “green” data centers, which are powered by collocated RES. Goiri et al.139

presented the design and implementation of Parasol, a prototype facility comprising a small container with computing and cooling equipment,

a solar panel roof and a battery bank. The authors introduced also GreenSwitch, a scheduler running on Parasol, which chooses the energy

source (renewable, battery or power-grid) and the renewable energy storage medium for each particular workload. Experiments with MapReduce

jobs running on Parasol and GreenSwitch demonstrated that intelligent workload and energy source management can produce significant cost

reductions.140

A number studies seek to identify the best geographic locations for placing cooperating data centers and their collocated RES. Berral et al.

formulate this as a Mixed Integer Linear Programming optimization problem141 and propose heuristic algorithms to solve it. The authors developed

also a decision-making tool for selecting data center locations according to various parameters regarding the type of RES, energy storage, desired

percentage of reliance on “green” energy, and expected cost. They also introduced the GreenNebula middleware, which supports the migration of

live virtual machines according to the “follow-the-renewables” principle. The placement of “green” data centers is also examined in Reference 32;

in this work, however, the authors model wider demographic and macro-economic trends in developing economies of Asia that affect the long-term

dynamics of data center workloads and their geographic distribution. These models can provide insights regarding decisions on when to build and

where to place new data centers.

In summary, the combination of various approaches for the placement, manufacturing, RES collocation, workload management and operation

of data centers can result in substantial improvements in the overall efficiency of data centers in terms of the reduction of their power consumption,

carbon footprint and operational costs. However, the application of these approaches on existing medium or small data centers is not always straight-

forward or even possible: more often than not, such data centers are incrementally designed, procured, developed, and upgraded; their location

is determined by various constraints related to institutional priorities regarding real-estate availability, budget allocation, staffing and operational
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support; self-production of renewable energy is regulated and subject to budget constraints and space availability.23 Also, the federation of small

and medium data centers with possibly different software and operational configurations requires a common data foundation, which would enable

the sharing of usable and relevant data. In our work, we take an integral view of all these aspects and describe the regulatory, financial, and techni-

cal steps that need to be taken to transform an existing medium-size data center into a “green” one, by collocating with it a PV array, and a network

of IoT sensors monitoring the operations and the energy balance of the facility. Using state-of-the-art virtualization and orchestration software, we

streamline the configuration and management of the data center infrastructure, and simplify the federation of geo-distributed data centers. Using

the proposed ENEDI platform, operators can easily experiment with alternative algorithms and systems for sharing workloads, migrating VMs or

containers and adopt the techniques that are suitable to the needs of their end-users.

8 CONCLUSIONS

The use of renewable energy to power small and medium data centers is attracting increased interest due to the push towards a zero-carbon

economy. The transformation of conventional data centers to “green” requires, however, interventions that range from the establishment of renew-

able energy sources nearby the data center, to the continuous integration of data about its operational status and environmental conditions into a

common data platform that makes these data shareable and amenable to actionable analytics.

In this article, we describe steps taken to transform a medium-scale academic data center into a “green” one. This transformation entailed: (i) The

design, procurement and implementation of a collocated photovoltaic facility; (ii) Interventions to improve the energy-efficiency of the data center;

(iii) Instrumentation of the data center’s electrical, mechanical and computing equipment with IoT sensors, which monitor and disseminate perfor-

mance and environmental metrics, and (iv) the design and implementation of ENEDI, a cyber-physical system for the configuration and monitoring

of the infrastructure.

ENEDI manages the IoT sensors and collects metric streams regarding renewable energy production, power consumption, and environ-

mental conditions inside and outside the data center. Also, it integrates these streams with data regarding the computing loads of its IT infras-

tructure and the spot price of electricity purchased from the power-grid operator. ENEDI’s architecture is modular, combining the microser-

vices paradigm with containerization, and is built on top of state-of-the-art open-source libraries. The metric streams collected by ENEDI are

made available for visualization and actionable analytics through the ENEDI dashboard, which also provides support for configuring the cyber-

physical system.

The platform has been deployed and is in operation. Experiments have demonstrated the functionality of the infrastructure and the dashboard,

the low-cost of installing and configuring ENEDI on medium and small-scale data centers that use Openstack and Linux. Measurements from the

first year of operation validate our estimates regarding the energy production and financial viability of the investment to solar energy: with an initial

installation cost of nearly €53K, which was constrained by available funding and space, the photovoltaic system’s net present value is estimated to

€93K, its payback period to 4 years, its levelized cost of electricity to 5.5c €/kWh, which is among the lowest in Europe, and its resulting avoidance

of GHG emissions to approximately 48 tnCO2e per year.

We are currently using the ENEDI platform to explore how to increase the use of renewable energy sources by small and medium-scale data

centers and improve their PUE by developing: (i) decision-support systems for data-center business managers and operators regarding the manage-

ment of IT and energy resources; (ii) automated workload management techniques that rely on historical and near real-time data exposed through

the dashboard, and (iii) green-energy aware schemes for container migration between geo-distributed data centers. In future works, we plan to build

on experiences derived from the design, implementation and deployment of, and experimentation with ENEDI, to produce valuable data sets and

insights for the modeling and design of envisioned “green,” energy-efficient fog infrastructures.142 Such infrastructures will comprise micro-data

centers embedded in the urban and industrial milieux, connecting through 5G or other advanced wireless technologies143,144 to the billions of

devices of the emerging IoT landscape, and supporting a variety of application paradigms, from query-driven data analytics145 and microservices55

to serverless.146 Access to such data sets will enable us to explore Machine Learning-based optimization techniques for the automated configuration

and run-time resource adaptation of fog and edge infrastructures and services.147
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